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Resumo: Nesta nota obtém-se o melhor par aproximante de duas vari-
edades lineares enviesadas apds determinar a projecdo de um ponto sobre
uma variedade linear. Concretamente, calculam-se por duas vezes os vetores
de norma minima, adequados em cada caso, pertencentes a duas variedades
lineares paralelas. Obtém-se ainda expressoes para as referidas projecoes en-
volvendo a inversa de Moore-Penrose de cada uma das matrizes associadas
as variedades lineares consideradas (na sua formula¢do matricial).

Abstract: The best approximation pair of two skew linear varieties is
obtained after getting the projection of a point onto a linear variety. Con-
cretely, we compute twice the minimum norm vectors of two, adequate each
time, parallel linear varieties. In addition, we obtain expressions for the
mentioned projections by means of the Moore-Penrose inverse of each of
the matrices associated with the linear varieties considered (in its matrix
version).
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34 NOTA SOBRE O MELHOR PAR APROXIMANTE

1 Introducao

A presente nota aborda dois problemas cldssicos de Geometria Analitica Eu-
clidiana n-dimensional — determinar a projecao ortogonal de um ponto sobre
uma dada variedade linear e obter uma expressao para a distancia entre duas
variedades lineares enviesadas — de um modo que justifica revisita-los. Com
efeito, no primeiro resultado principal desta nota, recorremos aos vetores de
norma minima pertencentes a duas variedades lineares paralelas. O segundo
problema principal diz respeito & obtengdo do melhor par aproximante de
pontos pertencentes a duas variedades lineares enviesadas, mediante a re-
solucao de um sistema de equacoes lineares, construido por aplicagdo do
primeiro resultado. Ao obtermos o melhor par aproximante, vamos mais
longe do que o habitual, pois em [2], [4] e [7] apenas se focou o problema
da distancia entre duas variedade lineares. De facto, a julgar por estas re-
feréncias, os pontos que materializam tal distdncia ndo parecem ter sido
considerados.

O problema da determinacao da (minima) distdncia euclidiana entre
duas variedades lineares foi também recentemente tratado em [6] e [5], apli-
cando, respetivamente, a Teoria de Gram e a inversa de Moore-Penrose de
uma matriz particionada. Ainda que nestas referéncias se exiba o melhor
par aproximante de pontos, as abordagens ai utilizadas sdo distintas da que
se aplica na presente nota. Além disso, os resultados agora apresentados
situam-se no contexto dos problemas de projecoes sobre certos conjuntos
convexos, baseados portanto em resultados sobre existéncia, unicidade e ca-
racterizacao de solugdes para problemas de melhor aproximacado. Também
no presente trabalho se recorre a inversa de Moore-Penrose, a qual consti-
tui um excelente instrumento teérico (veja-se, e.g., [I] e [I1]). Contudo, é
justo referir que, do ponto de vista numérico, tal ferramenta contém algumas
fragilidades: a inversa de Moore-Penrose ndo é continua e ndo é computaci-
onalmente estavel [10, pp. 423-424].

O presente trabalho esta organizado do seguinte modo. Comegamos por
enunciar algumas defini¢oes, notagoes e resultados, coligidos na sec¢ao[2l Na
secgao [3 apresentamos os resultados sobre a projegdo de um ponto sobre
uma variedade linear. Na seccao[d] recorrendo aos resultados da anterior sec-
¢ao, apresentamos um método original para obter o melhor par aproximante
de duas variedades lineares enviesadas.
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2 Preliminares

Ao longo da presente nota, IR™ designa o espaco vetorial real n-dimensional
euclidiano usual. O produto interno serd denotado por e e define-se, como

T
habitualmente, do seguinte modo: dados p' = [ P11 P2 Pn } eq=

T
[ a 92 - Gn } e R™ !, onde T designa a transposta, tem-se

n
peqd=> pig
i=1
Recorde-se também que a norma euclidiana de p é dada por
1p] = Ve p.

Além disso, considerando o espaco afim associado a IR", a extremidade
de cada vetor posicional (relativamente & origem das coordenadas) serd iden-
tificada com o préprio vetor.

Dados um ponto @ de IR™ e um subespago N de IR", de dimensdo m, o

conjunto o
Ve=d+ N

diz-se uma variedade linear, [9]. Uma variedade linear pode entdo ser en-
tendida como o resultado da translacdo de um subespaco.

De entre as varias maneiras de representar uma variedade linear (ver [3],
[8] e [9]), recorreremos ainda & versio matricial, a qual possibilita a utilizacao
do método cartesiano. Assim, dada uma variedade linear Vz = @ + N, para
alguma matriz A € IRP*™, com caracteristica completa por linhas, e para
algum ¢ € RP com p € {1,...,n}, tem-se

Va={Ze€R": A¥ =c}.
Relativamente a representacio dada na defini¢do, é importante reter que
N = N(A) (i.e., o nicleo de A)
e que p é a codimensdao de N (p < n). Tendo isto em conta, doravante
iremos identificar uma variedade linear £ dos seguintes dois modos:
L={feR": Li=2 =+ N(L),

apenas optando por uma delas se a outra se verificar desnecesséaria.

Sejam dados pontos lB, mg € IR™ e consideremos duas variedade lineares

L= lh+N(@L)e M= mg+N(M).
Seguindo [4], as variedades £ e M dizem-se paralelas se N'(L) = N (M).
Por outro lado, admitamos que as variedades £ e M séo tais que

dim N(L) + dim N(M) < n.
Nesse caso, tais variedades dizem-se enviesadas se LN M = () e N(L) N

N (M) = {0}, [A.
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A inversa de Moore-Penrosd?] de uma matriz M € IR™*" é a tinica matriz
Mt e R™™ gatisfazendo

MMM =M, MIMM" = M, (MM)T = MM e (MMNT = MM,

Em particular, se M é uma matriz com caracteristica completa por linhas,
entao )
Mt =M" (MMT)
No que se segue, assumiremos que todas as matrizes envolvidas tém carac-
teristica completa por linhas.
No final desta nota, exibiremos o melhor par aproximante (:U_:",yj‘) €

L x M de duas variedades lineares enviesadas £ e M, querendo isto dizer
que

onde d (£, M) designa a distancia euclidiana entre as variedades £ e M.

x*—y*

=d(L, M),

3 Projecaodeum Pontosobre uma Variedade Linear

Considere uma variedade linear
L=ly+N(L)={fecR": L =3},

onde lB é um ponto fixo de R". Procura-se determinar P (), a projecao
(ortogonal) de um dado ponto externo m € IR™ sobre L, isto é, pretende-se
determinar o ponto el que minimize a distancia d (l_: T?L)

Para atingir o referido objetivo, propde-se um método original que re-
corre duas vezes a um resultado que fornece o vetor de norma minima de
uma variedade linear com codimensao finita. Tal resultado pode ser consul-
tado, e.g., em [3, Theorem 9.26, p. 215], [8, Théoreme 2.2.5, p. 45] e [9,
Theorem 2, p. 51], assumindo a seguinte forma.

Teorema 3.1. Considere uma variedade linear £ = Z_E)—i—./\f(L) de R". Uma
condigcdo necessdria e suficiente para que | € L seja a melhor aproximagdo
dem & L em L é que l —m seja ortogonal a N(L).

Considerando esta caracterizagdao do ponto que constitui a melhor apro-
ximagao de uma variedade linear, temos entao o principal resultado desta
seccao.

2 Na referéncia [I] ¢ detalhada a teoria das inversas generalizadas de matrizes.
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Teorema 3.2. Sejam L = Iy + N'(L) uma variedade linear e i ¢ £ um
dado ponto fizxo. A projecao P, (m) € dada por

= - - 7
Py (m) = Zo +m — x, (1)
- 7. . .. .
onde Toy e x sdo, respetivamente, os vetores de norma minima das varieda-
. / —
des lineares paralelas L e L =m + N (L).

Demonstragio. Tendo em conta o Teorema temos de provar que m —
IP. (m) é ortogonal ao subespago N(L).
De facto, tem-se

1

o'~

P, () — 1 = &g — @

Mas Ty — :L‘_/(; é ortogonal a N'(L) em virtude do facto de Ty e m_i) serem ambos
ortogonais a N (L) (ver [9, Theorem 1, p. 64]). O

Teorema 3.3. Considere uma variedade linear
L={ZeR": L¥=7c}.
1. O vetor de norma minima de L é dado por Ty = LTé;
2. Py (@) = (I - L1L) 5;
5. Pr(f) = (1- LIL) g+ Lie

Demonstragio. Relativamente a 1. e 2., consulte [10, pp. 423 e 434-435].
No que diz respeito a 3., seja &y o vetor de norma minima de £. Por
defini¢do de projecdo ortogonal, temos

P, (§) = Zo + IPpr(r) (§ — To) ,
de onde resulta
Pr () = (I = Pur)) o+ Py (3 (2)
Por 1. e 2. e pela definicdo de LT tem-se:
(1 =Py @o = |1 - (1-LfL)] 7o = LLa, = LiLLfe = Lie

A expressao em 3. obtém-se apds substituicio em e aplicagao de 2. [
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Tendo em conta o resultado anterior, podemos agora exprimir o Teorema
B-2]a custa da inversa de Moore-Penrose aplicada & representagao dos vetores
de norma minima das variedades lineares paralelas ali consideradas.

Corolario 3.4. Nas condigées do Teorema[3.3, sendo L = {Z € R" : LT =
¢} a representag¢do matricial da variedade L, tem-se:

P () = (I - L'L) i + LIz (3)

Demonstragdo. De modo a exprimir os vetores de norma minima em ,
\ ~ .« . . / .
vamos recorrer a notacdo matricial das variedades £ e £ . Assim, dado
que tais variedades sdo paralelas, e tendo em conta a representacdo de L,
podemos assumir que
/ — — 7
L ={FfeR": L¥=d},

para determinados d € RP. Uma vez que £ passa por i, tem-se Lt = d.
Deste modo, por aplicacao de 1. do Teorema tem-se:
fo=L'¢ e ay=Lld=LtLm.

A expressao obtém-se apds substituicio de Ty e 336 em , seguida de
simplificacdo. O

4 Melhor Par Aproximante

Nesta ultima secgdo, procuramos obter o mais curto segmento de reta
7]
ligando duas variedades lineares enviesadas £ e M.
Para tal, aplicamos duas vezes o Teorema levando em conta que,

no presente caso, os pontos externos a considerar sao pontos genéricos das
variedades lineares £ e M, respetivamente.

Teorema 4.1. Considere duas variedades lineares enviesadas, L = lg +

—

N(L) e M = g+ N(M). Entao, o melhor par aproximante (:B_:k, y*) €
L x M das variedades lineares L e M é a soluciao do sistema de equagies

lineares
Pr(Gm) = gc
P v (§2) = Gm

onde Gr e gam sGo pontos genéricos pertencentes as variedades lineares L e
M, respetivamente.
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Demonstra¢do. Comece-se por aplicar duas vezes o Teorema uma vez
que o ponto genérico gr é externo a M e que o ponto genérico grq é externo

a L. Depois, basta ter em conta que o vetor z*y* — cujas extremidades séo
x* € L e y* € M — é simultaneamente ortogonal aos subespagos NV (L) e

N(M). O

Para terminar, vamos exibir o melhor par aproximante obtido no teorema
anterior em que os pontos se exprimem & custa da inversa de Moore-Penrose.

Corolario 4.2. Nas condi¢oes do Teorema admita que as variedades
lineares L e M sdo dadas na forma matricial do sequinte modo:

L={ZeR":Li=¢} e M={FecR": MZ = d}.
Entao o melhor par aprorimante (x_;k, y_g‘) € Lx M € a solugido do sistema

7= I—LTL)gj+ Lte
7= I—MTM)f+MTJf

Demonstra¢do. Sendo & € L e if € M tais que

resulta de imediato por aplicagdo do Corolario que

7= I—LTL)37+ Lte
7= I—MTM):E+MTCZ
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