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way”: Some notes about the opportunities, challenges, and
limits of artificial intelligence in the scope of administrative
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RESUMO: O presente texto, ndo deixando de ancorar-se numa viséo personalista-humanista,
procura perscrutar possibilidades de aplicagdo da inteligéncia artificial (IA) no espectro do
Direito Administrativo, designadamente no contexto da atividade administrativa, tragando em
simultdneo algumas linhas gerais relativas aos limites e as garantias que o préprio Direito
Administrativo oferece, ou pode oferecer, em face da utilizagdo dessa inquietante ferramenta.
Ainda, procurar-se-a avangar com alguns dos principais desafios que a Inteligéncia Atrtificial
coloca, incluindo questdes relativas a ética e soberania digitais e ao ensino e a investigacao
jus administrativista.

Palavras-chave: 1) Direito Administrativo; 2) Reserva de Humanidade; 3) Novas Tecnologias;
4) Inteligéncia Avrtificial; 5) Etica Digital.

ABSTRACT: While anchored in a personalist-humanist perspective, this text seeks to explore
the potential applications of artificial intelligence (Al) within the scope of Administrative Law,
particularly within the context of administrative activity. It also outlines some general guidelines
regarding the limits and guarantees that Administrative Law itself offers, or can offer, in face of
the use of this disturbing tool. Furthermore, we will seek to address some of the main
challenges posed by Artificial Intelligence, including issues related to digital ethics and
sovereignty and the teaching and research of administrative law.

Keywords: 1) Administrative Law; 2) Humanity Reserve; 3) New Technologies; 4) Artificial
Intelligence; 5) Digital Ethics.

1. Consideragoes iniciais

Nao subsistem atualmente quaisquer duvidas de que estamos defronte uma quarta
revolugao industrial, tendo a técnica e a ciéncia como principais protagonistas. Afirma-lo
constitui, de resto, tdo-s6 a mera constatacdo do mundo que nos rodeia, frenética e
constantemente em mudancga. Varios sao, pois, os exemplos recentes a contribuir para um
quadro de tensdo comunitaria, em que o tempo e a agao veem-se regidos por principios de
incerteza e de vulnerabilidade. Basta, de resto, evocar-se as crises econdmicas e financeiras,
a emergéncia sanitaria e as pandemias mundiais, o escalar da violéncia e dos conflitos bélicos

um pouco por todo o globo, bem como a crise climatica, para ndo mais ser necessario
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acrescentar que o aumento do bem-estar comunitario, promovido em boa medida pelo avango
da ciéncia e da tecnologia, mostra-se inversamente proporcional e, assim mesmo,
gritantemente paradoxal, com a explosao de riscos, tensdes e injusticas. E é precisamente
neste contexto que o Direito também se move, o que naturalmente se compreende dada a
intrinseca relacdo que com a Sociedade, e a necessidade de regulacdo desta, nutre.
Queremos assim significar que, se o Direito pode assumir-se, ainda que, ao modo pastoril,
correndo “atras do prejuizo”, como meio capaz de assegurar a efetividade de politicas publicas
sustentaveis e resilientes, a verdade é que ndo deixa, ele mesmo, de encontrar-se exposto
aos mais diversos riscos e incertezas, cuja principal fonte de onde promanam néo é senao,
na atualidade, o imparavel avango tecnologico, particularmente dos sistemas de Inteligéncia
Artificial (IA). Destarte, a tecnologia ndo se assume apenas como fendmeno, mas
simultaneamente como poder — ou, pelo menos, com pretensées de o ser -, dai que, como
bem o refira Ana Aba Catoira, seja ela quem “marca o ritmo da nossa existéncia, tanto
individual como coletiva™. Nao queremos com isto avancgar que a tecnologia ndo tenha as
suas vantagens, trazendo consigo um multiplo campo de oportunidades. O que, todavia,
também n&o podera ignorar-se € que, acrescendo a um quadro global de tensdes, o “tsunami
digital™, que empresta, em grande parte, significado a aludida quarta revolugdo industrial,
atinge inexoravelmente a espinha dorsal do Direito Publico, em geral, e do Direito
Administrativo, em particular, mostrando-se a tecnicizacao das fungdes administrativas como
seu novo paradigma*, o que, inevitavelmente, introduz uma pandplia de inquietagdes e, assim
mesmo, de maior incerteza.

De facto, como reconhece o legislador europeu, nomeadamente nos
considerandos 4 e 5 do Regulamento que cria regras harmonizadas em matéria de
inteligéncia artificial (Regulamento (UE) 2024/1689), sendo esta capaz de contribuir
“para um vasto conjunto de beneficios econémicos, ambientais e sociais em todo o
leque de industrias e atividades sociais”, ndo deixa, em simultaneo, e “em funcao das
circunstancias relativas a sua aplicagéo, utilizacdo e nivel de evolugao tecnoldgica
especificos”, de poder “criar riscos e prejudicar interesses publicos e direitos
fundamentais protegidos pela legislacdo da Unido. Esses prejuizos podem ser
materiais ou imateriais, incluindo danos fisicos, psicolédgicos, sociais ou econémicos”.

Os impactos e os riscos da evolugao tecnoldgica, e especialmente dos sistemas de

2 ABA CATOIRA, ANA. “La garantia de los derechos como respuesta frente a los retos tecnologicos”. Em: Francisco Balaguer
Callejon/Lorenzo Cotino Hueso (coord.) Derecho publico de la inteligencia artificial, Fundacion Manuel Giménez Abad de
Estudios Parlamentarios y del Estado Autondmico, 2023, p. 58. ISBN: 9788412701609.

3 Colhemos a expresséo de CERILLO | MARTINEZ, AGUSTI. El impacto de la inteligencia artificial en el derecho administrativo:
nuevos conceptos para nuevas realidades técnicas?. INAP, 2019, p. 1, bem como a doutrina ai citada, disponivel em
https://laadministracionaldia.inap.es/noticia.asp?id=1509574 [consultado pela ultima vez a 11-07-2025].

4 Cfr. MACCHIA, MARCO. “Pubblica amministrazione e tecniche algoritmiche”. Diritto Pubblico Comparato Ed Europeo
Online, Vol. 51, N.° 1, 2022, p. 311. ISSN: 2612-2219.
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inteligéncia artificial, sdo verdadeiramente transversais, dai que a reflexao juridica
(mas nao so) também o seja ou deva ser. E naturalmente que o aspeto sobre o qual
impende maior receio € o do seu impacto nos direitos fundamentais®. O que, porém,
nos parece merecer atengdo € que esse impacto nao pode ser lido e refletido senao
a luz de coordenadas mais amplas, isto €, a luz do impacto no proprio Direito como
sistema axiolégico-normativo, e especialmente nos ramos do Direito Publico, maxime
o Direito Constitucional e o Direito Administrativo®, pela razdo de ser através destes
que se manifesta a fungao estruturante do Poder. E, no imediato, ndo podemos deixar
de sublinhar que os dados, que alimentam os sistemas de inteligéncia artificial,
encontram-se na atualidade na linha da frente, dando corpo a novas formas de poder.
Como bem o reitera Stefano Pietropali, “0s mecanismos de governo dos povos e o
equilibrio entre Estados, mercados e cidadados estdo a ser redefinidos. O poder
manifesta-se de uma forma cada vez mais subtil e difundida através de ferramentas
de analise preditiva e de mecanismos para condicionar o comportamento individual”,
0 que vem a comprometer em larga escala, e talvez de forma ainda mais acentuada,
a distingdo oitocentista entre publico e privado’.

Nessa esteira, convira, entdo, questionar como se coloca o Direito Administrativo
em face dessa revolugdo tecnoldgica, seja do ponto de vista dos impactos desta
naquele, seja mesmo — talvez ainda mais importante — da necessaria reagao daquele
face a tais fendmenos disruptivos. E isto porque, como ha ja alguns anos, entre nés,
auscultava Maria da Gléria Garcia, “[clom esta nova realidade chega também uma
estranha sensagao de que os conceitos e assercdes que consideravamos firmes e
inabalaveis estdo a sofrer um processo de degenerescéncia e se vao tomando
decrépitos ou, mesmo, véo perdendo aderéncia a vida que os animava”®. Com efeito,

ndo ha como negar que os grandes pilares juridicos, de matriz constitucional,

5 Cfr. ABA CATOIRA, ANA. La garantia de los derechos como respuesta..., op. cit., passim.

8 Cfr. CERILLO | MARTINEZ, AGUSTI. El impacto de la inteligencia artificial en el derecho administrativo..., op. cit., passim. E
no sentido de que “as democracias, ja debilitadas pelos populismos e pela aplicagdo a vida politica de recursos
tecnoldgicos nao completamente assimilados, correm o risco de nao resistir a outras pressdes degenerativas”, FERRARI,
GIUSEPPE FRANCO. EI futuro del derecho publico después de la pandemia. Disponivel em:
https://laadministracionaldia.inap.es/noticia.asp?id=1512178 [consultado pela ultima vez a 11-07-2025].

7 PIETROPAOLI, STEFANO. “Dalla sorveglianza al controllo: la parabola della governamentalita algoritmica”. Em: Rivista
Italiana di Informatica e Diritto, n.° 2, 2024, p. 2. ISSN: 2704-7318. Nessa esteira de consideragdes, também nao sera
despiciendo compartilhar de algumas inquietagdes, tais como, a titulo paradigmatico, a sintese interrogativa de CORNELI,
VALENTINA. “Sovranita tecnolégica: intelligenza artificiale e valori constituzionali”. Em: Forum di Quaderni Constituzionali,
n.° 2, 2023, p. 64. ISSN: 2281-2113: “quao democratico sera o desenvolvimento de tecnologias relacionadas com a IA?
Como evitar que apenas alguns tenham o controlo quase absoluto das solu¢des capazes de mudar o mundo, e que as
concentragdes de poder econdmico, mediatico, cultural e politico produzam discriminagao, limitagdes insustentaveis a
concorréncia, formas de manipulagdo de massas, fenédmenos de ‘neocolonialismo’ e ‘privatizagao’ dos Estados?”.

8 GARCIA, MARIA DA GLORIA. Direito das Politicas Publicas, reimpressdo, Coimbra: Almedina, 2018, p. 227. ISBN:
9789724075464.
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encontram-se na atualidade “debaixo de stress™, comportando consequéncias légicas
e imediatas para o espectro do Direito Administrativo. Por conseguinte, a pergunta
fundamental que qualquer juspublicista, também ele um cidaddo do mundo da
incerteza, deve fazer, primeiro, a si proprio, depois, ao auditério que o rodeia, é
precisamente aquela que insistentemente inquieta o poeta'®: para onde vou/vamos?
Mais ainda: por onde (sei que) (ndo) devo/devemos ir? Bem vistas as coisas, “[a]
realidade é conhecida, pelo que ndo exige grandes desenvolvimentos. O que talvez
merecesse publica reflexdo é, afinal, saber se este é o caminho a seguir™!'.
Procuraremos, assim, ao longo das linhas que se seguem, alcangar n&o uma
resposta definitiva, mas um principio do caminho, perscrutando possibilidades de
aplicacdo da inteligéncia artificial, mormente no espectro da atividade administrativa,
para se |lhe tragarem algumas linhas gerais relativas aos limites e as garantias que o
proprio Direito Administrativo oferece, ou pode oferecer, em face da utilizacdo dessa
inquietante ferramenta. Nesse desiderato, convira de antemao que nao se confunda,
em sentido estrito, digitalizagdo com inteligéncia artificial, isto porque, se bem que a
inteligéncia artificial se desenvolva e insira numa ideia de “universo digital’, ela vem,
porém, a representar um estadio de evolugdo muito mais avancado nesse universo'2.
Como vem a ser definido pela OCDE, numa das suas Recomendacdes sobre o tema,
um sistema de inteligéncia artificial consubstancia “um sistema baseado em maquinas
que, para objetivos explicitos ou implicitos, infere, a partir dos dados de entrada que
recebe, como gerar informagdes de saida como predigbes, conteudos,
recomendacgdes ou decisdes, que podem influenciar ambientes reais ou virtuais”,
sendo que, “‘uma vez implementados, os distintos sistemas de |IA apresentam
diferentes niveis de autonomia e variam quanto a sua capacidade de adaptagdo™3. A
partir dessa conceptualizagao, fixar-se-a, acompanhando Artur Flaminio da Silva, que

9 A expressao ¢é colhida de FERRARI, GIUSEPPE FRANCO. E futuro del derecho publico después de la pandemia, op. cit., p.
3.

0 Estamos a referir-nos a JOSE REGIO e ao seu “Cantico Negro”, em cujos versos nos inspiramos e que aqui adaptamos.
™ ANTUNES, Luis FILIPE COLAGO. O Direito Administrativo e a sua Justi¢a no Inicio do Século XXI: Algumas Questées,
Coimbra: Almedina, 2021, p. 66. ISBN: 9789724015323.

12 Cfr. SILVA, ARTUR FLAMINIO DA. “Inteligéncia Artificial e Direito Administrativo”. Em: Artur Flaminio da Silva (coord). Direito
administrativo e Tecnologia, 3.2 ed., Coimbra: Almedina, 2023, pp. 13-14, nota 7. ISBN: 9789894014676; HUERGO LORA,
ALEJANDRO. “Inteligencia artificial: una aproximacion juridica no catastrofista”. Em: Revista espafiola de control externo,
N.° Extra 74-75, 2023, especialmente pp. 113-117. ISSN: 1575-1333; TAHIRi MORENO, JESUS. “Una Panoramica de los
Sistemas de Inteligencia Artificial Desde la Perspectiva del Derecho Administrativo”. Em: Revista Aragonesa de
Administracion Publica, N. °61, 2024, pp. 145-146. ISSN: 1133-4797. Em sentido, porém, diverso, fazendo coincidir a
inteligéncia artificial com a automatizagdo, cfr. GARCIA, BEATRIZ. “Limites Constitucionais da Automatizagdo
Administrativa: Consideragdes a luz da Jurisprudéncia do Consiglio di Stato”. Em:Revista Portuguesa de Direito
Constitucional, N.°4, 2024, pp. 127-152. ISSN: 2795-4471.

8 A recomendacdo foi adotada em 2019, sofrendo adicdes em 2023 e 2024, disponivel em
https://legalinstruments.oecd.org/en/instruments/ OECD-LEGAL-0449 [consultado pela ultima vez a 11-07-2025].
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os sistemas de inteligéncia artificial podem ser caracterizados por trés elementos
essenciais, quais sejam “a existéncia de um acesso a elevado volume de dados” (Bid
Data), a “presenca de sistemas de aprendizagem envolvendo algoritmos (machine
learning elou deep learning) que aprendem, classificam e geram novos dados” e
“‘envolvendo, pelo menos numa fase inicial de treino e de aprendizagem, uma

supervisdo humana”'4.

2. A aplicagdo da Inteligéncia Artificial a Administragdo Publica: principais
potencialidades e limites

Sob o signo de uma melhor governagao, movida por impetos de eficiéncia e
eficacia, a Administragdo Publica vé-se diariamente confrontada com a crescente
necessidade de reajustes e reconfiguragdes na sua forma de ser e de agir. Essa
pressdo constante vem a ser justificada pelo facto de “a tecnologia algoritmica
permitfir] uma rapida aquisicdo da informagao util a autoridade, aumentando a sua
efetividade, mensuravel em termos do incremento da eficacia e da eficiéncia de toda
a atividade administrativa, reduzindo custos e desperdicios, bem como o
melhoramento de tal agdo canalizando-a para uma maior objetividade e
neutralidade”™s. Nessa logica reconfigurativa e justificativa ndo se estranha que, nos
mais variados dominios de incidéncia e atuacdo administrativa, incluindo os
tradicionais, haja lugar, por um lado, a uma progressiva digitalizagao e, por outro, a
um uso crescente de novas tecnologias, por via das quais também se vé facilitado o
desenvolvimento de “novos” procedimentos administrativos®. Desde uma nova
concecao na prestacido de servigos publicos, por exemplo ao nivel de solugcdes
inteligentes nos transportes, na mobilidade urbana e na produgao e distribuigao de
energia, passando pela utilizagdo da inteligéncia artificial na avaliagao de riscos, na
identificacdo de locais para realizacdo de inspec¢des, na racionalizagdo da resposta
punitiva publica, ndo esquecendo novos procedimentos de licitagdes publicas ou
outros procedimentos no dominio da contratagéo publica (e de combate a corrupgao
neste e noutros dominios juridico-publicos), ou ainda a implementacdo de chatbots
para dar resposta a questdes colocadas pelos cidadaos, multiplos e variados podem

ser os exemplos a convocar para ilustrar aquilo a que pode designar-se por

4 SILVA, ARTUR FLAMINIO DA. Inteligéncia Artificial e Direito Administrativo, op. cit., pp. 14-15.

5 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 312.

6 Neste sentido, cfr., AUBY, JEAN-BERNARD. ‘Il diritto amministrativo di fronte alle sfide digitali”. Em: Instituzioni del
Federalismo, n.° 3, 2019, p. 624. ISSN: 1126-7917.
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governagdo publica algoritmica’. Assim, reconhecendo-se que esse “admiravel
mundo novo” da IA comporta algumas vantagens e oportunidades, desde logo,
permitindo uma reposta mais célere'®, colmatando a escassez de recursos humanos,
ao mesmo tempo libertando os agentes administrativos de certas tarefas apodadas de
“entediantes e pouco criativas”'®, bem como uma maior personalizagéo dos servigos
publicos, possibilitando a antecipagao das necessidades (cada vez em maior nimero
e de maior complexidade) dos cidaddos?°, a verdade é que nio deixa igualmente de
comportar um amplo feixe de inquietagdes e riscos, materializados em alteracdes
funcionais e conceptuais ao Direito Administrativo como seu principal ordenamento
regulador.

No imediato, do ponto de vista funcional, ndo se podera olvidar o impacto que a
utilizagcdo da IA produz ao nivel do controlo jurisdicional da Administrac&do, seja na
perspetiva dos principios tradicionais, seja mesmo ao nivel da legitimidade dos
algoritmos?'. Do mesmo modo, e concomitantemente, também n&o se podera ignorar
o impacto da utilizacdo da IA quer na relacdo Administragao/cidadao, quer na relagao
atores publicos/atores privados, nomeadamente ao nivel da distribuicdo de tarefas (e
de poderes)??. Do ponto de vista conceptual, da introdugdo da IA no espectro da
Administracdo Publica e, em especial, na atividade administrativa, vem a resultar um
qguestionamento quanto a conceitos e a categorias juridicas-chave para o Direito
Administrativo: ndo s6 o tempo, e a sua variagéo, passa a assumir um lugar ainda
mais central no processo de decisdo publica??, como inclusivamente se coloca em
causa se um algoritmo pode ser reconduzido a figura do regulamento administrativo,
qual deve ser o conteudo da decisdo publica emanada por recurso a sistemas de IA
ou, ainda, por exemplo, se podera a maquina imputar-se a autoria da decisao

administrativa e, assim mesmo, ver-se esta responsabilizada autonomamente?*, o

7 Cfr., entre muitos outros, AUBY, JEAN-BERNARD. I/ diritto amministrativo di fronte alle sfide digitali, op. cit., pp. 624-626;
E, com exemplos concretos, CERILLO | MARTINEZ, AGUSTI. El impacto de la inteligencia artificial en el derecho
administrativo..., op. cit., pp.3-4; TAHIRI MORENO, JESUS. Una Panoramica de los Sistemas de Inteligencia Atrtificial..., op.
cit., pp. 155-156.

'8 Cfr. SILVA, ARTUR FLAMINIO DA. Inteligéncia Artificial e Direito Administrativo, op. cit., p. 15.

9 HUERGO LORA, ALEJANDRO. Inteligencia artificial: una aproximacion juridica..., op. cit., p. 120.

20 Falando, a proposito, na transigdo para um modelo de gestdo administrativa proativo e personalizado, TAHIRi MORENO,
JESUS. Una Panoramica de los Sistemas de Inteligencia Artificial ..., op. cit., pp. 154-155.

21 Cfr. AUBY, JEAN-BERNARD. /I diritto amministrativo di fronte alle sfide digitali, op. cit., pp. 632-633.

22 Precisamente salientando que o desenvolvimento dos sistemas algoritmicos provoca uma rutura nas tradicionais
formas de exercicio do poder publico, SORIANO ARNANZ, ALBA. “Decisiones automatizadas: problemas y soluciones
juridicas. Mas alla de la proteccion de datos”. Em: Revista de Derecho Publico: Teoria y Método, Vol. 3, 2021, pp.102-
103. ISSN: 2695-7191.

23 Cfr. AUBY, JEAN-BERNARD. /I diritto amministrativo di fronte alle sfide digitali, op. cit., p. 639.

24 Destacando justamente tal desafio, SILVA, ARTUR FLAMINIO DA. Inteligéncia Artificial e Direito Administrativo, op. cit., p.
17; também, CERILLO | MARTINEZ, AGUSTI. El impacto de la inteligencia artificial en el derecho administrativo..., op. cit., pp.
11-12.
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que, se bem se percebe, transmutaria, prima facie, um corolario fundamental do
Direito Administrativo, qual seja o da relagéo entre o 6rgao administrativo e a pessoa
coletiva publica.

Em face de tais coordenadas, e sem que aqui almejemos repisar os diversos
riscos inerentes a aplicagéo da IA, cumpre-nos, todavia, assinalar alguns limites a sua
aplicacao, tendo tal desiderato uma especial razado ou motivacao, relacionada que
esta com uma concec¢ao personalista do Direito Administrativo, a qual vem a
apresentar-se como “limitativa ou subordinante da prossecugéo do bem comum™. Na
verdade, segundo também professamos, essa concegao personalista ndo € exclusiva
do Direito Administrativo, mas prépria do Direito como sistema juridico, que tem na
Constituicdo uma comunhao de fins e a fundamentagéo da ordem axiolégica, a qual
se alicerca na centralidade da pessoa humana e da sua dignidade?®®. Ora, é
precisamente neste sentido que importa equacionar o nivel admissivel de atuacao
administrativa baseada em sistemas de Inteligéncia Artificial.

Como bem lembra Juli Ponce Solé, existem essencialmente dois tipos de IA: a
IA simbdlica, baseada em regras, que procede a inferéncia dedutivas; e a IA
conexionista, que, por via do uso de estatisticas, procede a inferéncia indutivas?’. A
partir daqui, o nivel de intervencdo dos sistemas de IA no espectro da atividade
administrativa pode variar entre um nivel minimo, no qual o agente administrativo
(humano) continua a ser o operador juridico que detém o controlo e decide todos os
aspetos da atividade administrativa, socorrendo-se apenas da IA para determinadas
tarefas materiais (v.g. como processador de texto), e um nivel maximo,
correspondente a uma decisao administrativa cuja autoria é integralmente atribuida a
IA (machine learning ndo supervisionada)®.

No imediato, vislumbram-se evidentes problemas e limitagdes seja em relagéo a
IA simbdlica, seja em relagdo a conexionista: se em relagdo a |IA simbdlica vem a
colocar-se o0 problema da rigidez em relagdo ao exercicio do poder discricionario,

acabando por conduzir a uma uniformidade da atuagdo administrativa que se nao

25 OTERO, PAULO. Manual de Direito Administrativo, Vol. |, reimpressdo, Coimbra: Almedina, 2019, p. 316. ISBN:
9789724053882.

26 Assim, por todos, OTERO, PAULO. Instituigbes Politicas e Constitucionais, reimp., Vol. I, Coimbra: Almedina, 2022,
especialmente pp. 25-36. ISBN: 9789724032641.

27 Cfr. PONCE SOLE, JULI. “Razbes legais para limitar a automacéo total dos poderes administrativos discricionarios:
possibilidades legais e limites da inteligéncia artificial”. Em: Revista de Direito Administrativo, n.° 19, 2024, p. 36. ISSN:
2184-1799.

28 Distinguindo também, em relagéo a IA conexionista, a “aprendizagem de maquina” da “aprendizagem profunda”, PONCE
SOLE, JULI. Razbes legais para limitar a automagao total..., op. cit., p. 36.
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compagina com as especificidades do caso concreto?*— que &, lembre-se, a ratio da
atribuicdo de poderes discricionarios a Administracao -, em relagao a IA conexionista
coloca-se essencialmente em destaque o problema da falta de empatia e a falta de
capacidade de inferéncias abdutivas3®. Precisamente, como lembra o ilustre professor
de Barcelona, “os sistemas algoritmicos e a IA (...) ndo tém empatia”, sendo a empatia
“‘essa capacidade de considerar diferentes perspetivas, que nos conduzira [a nds
humanos] a imparcialidade e a objetividade, ponderando todos os fatores™'. Convira,
pois, lembrar que, do ponto de vista do nosso ordenamento juridico, o artigo 8.° do
Cddigo do Procedimento Administrativo (CPA), preceitua que a Administragao Publica
“deve tratar de forma justa todos aqueles que com ela entram em relagao, e rejeitar
solugdes manifestamente desrazoaveis ou incompativeis com a ideia de Direito,
nomeadamente em matéria de interpretacdo de normas juridicas e das valoragdes
préprias do exercicio da fungao administrativo”. Conjugando tal normativo com o
principio da boa administracao, postulado no artigo 41.° da Carta Europeia de Direitos
Fundamentais, bem como com o proprio Regulamento europeu da IA,
designadamente o seu artigo 5.° (referente a “praticas de IA proibidas”), logo se
constata a incompatibilidade do exercicio da fungdo administrativa com a total
automacgao®?. Sendo certo que possa argumentar-se que a mobilizagdo de tais
normativos apenas faca sentido em relacao a poderes discricionarios, a verdade é que
nao podemos deixar de contra-argumentar, aduzindo que o exercicio da fungéo
administrativa (ou das fungdes administrativas) muito dificilmente comporta momentos
totalmente vinculados, pelo que se afigura perfeitamente plausivel um limite geral a
sua total automacgado. Mas, ainda que assim nao se entendesse, a verdade € que,
mesmo em relagdo quer a atuagdo administrativa vinculada, quer a niveis basicos ou
minimos de intervengdo dos sistemas algoritmicos, n&o deixa de ser possivel (e
provavel) a lesdo de direitos ou interesses, ou mesmo a violagdo da legalidade?? -
produzindo, in extremis, uma legalidade alternativa, de natureza algoritmica. Nesta

sequéncia, importa reconhecer que os sistemas de IA vém ainda a comportar um

29 Cfr. PONCE SOLE, JULI. Razées legais para limitar a automag§o total..., op. cit., pp. 36-37.

30 Cfr. PONCE SOLE, JULI. Razées legais para limitar a automagéao total..., op. cit., p. 37.

31 PONCE SOLE, JULI. Razées legais para limitar a automagéo total..., op. cit., p. 38.

%2 Em relagéo a este Ultimo normativo — ainda que o faga por referéncia a proposta de regulamento -, notando que
“lelmbora o preceito ndo distinga o poder vinculado do discricionario”, ndo deixa de “proibir o exercicio totalmente
automatizado de poderes administrativos discricionarios”, PONCE SOLE, JULI. Razbes legais para limitar a automagao
total..., op. cit., p. 41.

33 Notando que a “promessa de neutralidade” dos algoritmos se assume, na verdade, como um “falso ideal”, uma vez que
os algoritmos ndo sao imunes a preconceitos e discriminagao, sejam estes transmitidos por programadores ou mesmo
adquiridos de forma independente pela maquina nos processos de autoaprendizagem, MACCHIA, MARCO. Pubblica
amministrazione e tecniche algoritmiche, op. cit., p. 313.
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problema sério e inquietante do ponto de vista de um corolario essencial do Direito
Administrativo moderno, qual seja o direito de participagéo dos interessados, assim
contribuindo para um quadro patolégico envolto em predeterminagdes potencialmente
discriminatérias, falta de transparéncia das decisdes e de coartagdo da autonomia e
da participagao efetiva dos cidadaos. Destarte, com Francisco Balaguer Callején bem
se podera afirmar que existe “uma certa incompatibilidade Iégica entre os algoritmos
e a vertente processual do direito, como processo publico, plural e participativo”4.
Também do ponto de vista da responsabilidade, se bem que, em abstrato, possa
contornar-se a questao por via da atribuicdo de subjetividade juridica a Inteligéncia
Artificial®®, estamos em crer que, ainda assim, tal ficg&o juridica ndo consegue sanar
as inquietacbes emergentes, isto porque, independentemente da problematica
questao de saber se pode (e deve) a |A dispor de direitos, o punctus saliens reside no
facto de conseguir (ou ndo) acionar, por si mesma, tais direitos, ao contrario do que
sucede em relacdo a pessoa humana?®.

Compulsando tais consideragdes, aventa-se pertinente que, em linha com
relevante doutrina, se insista numa “reserva de humanidade” como expressao de um
‘humanismo digital” e, assim mesmo, enquanto limite geral a total automacéo da
atividade administrativa (ou, a contrario, uma “nao exclusividade algoritmica”)*’, o que,
na verdade, encontra amparo seja no texto constitucional®®, seja em outros textos
normativos, inclusive nos principais Regulamentos europeus sobre a matéria®®, com
evidente repercussdo ao nivel das categorias gerais do Direito Administrativo, “que

sempre foram construidas no pressuposto da necessidade de um substrato pessoal

34 BALAGUER CALLEJON, FRANCISCO. “La Constitucion del Algoritmo. El Dificil Encaje de la Constitucion Analdgica en el
Mundo Digital”, Em: Francisco Balaguer Callejon/Lorenzo Cotino Hueso (coord), Derecho publico de la inteligencia
artificial, Fundacion Manuel Giménez Abad de Estudios Parlamentarios y del Estado Autondmico, 2023, p. 34. ISBN:
9788412701609. Reconhecendo também essa dificuldade, e apelando a um necessario “technological due process”,
SORIANO ARNANZ, ALBA. Decisiones automatizadas: problemas y soluciones..., op. cit.,, p. 94, bem como a doutrina ai
citada.

35 Estabelecendo inclusivamente paralelismos com a atribuigéo de personalidade juridica a animais e pessoas coletivas,
cfr. CORNELI, VALENTINA. Sovranita tecnolégica: intelligenza artificiale ..., op. cit., p. 48.

36 Sobre esta questdo e perspetiva, cfr., para maiores desenvolvimentos, CARPENTIER, MATHIEU. “Which rights? Whose
actionability? Comments on Sampaio on the rights of robots”. Em: Revista E-Publica, Vol. 11, N. ° 1, pp. 76-91.

37 Cfr. GALLONE, GIOVANNI. “Digitalizzazione, Amministrazione e Persona: Per una ‘Riserva di Umanitd’ tra Spunti
Codicistici di Teoria Giuridica dell’Automazione”. Em: PA Persona e Amministrazione, Vol. 12, N.° 1, 2023, pp. 333-336.
ISSN: 2610-9050. Como o refere o Autor, trata-se de procurar “um ponto de equilibrio entre a quantidade de poder
delegada a maquina e aquela que € mantida pelo ser humano”, o que deve ser individualizado por recurso a um critério
de “meta-autonomia” (sic) (Ibidem, p. 334).

38 Veja-se, desde logo, os artigos 1.°, 22.°, 35.°, 37.°, 266.°, 267.°, 268.°, 269.°, 271.°, da Constituigdo. Com notas de
direito comparado, cfr. GALLONE, GIOVANNI. Digitalizzazione, Amministrazione e Persona..., op. cit., pp.336 e ss.

39 Considere-se, no imediato, o n.°1 do artigo 22.° do RGPD, bem como o artigo 5.° do Regulamento da |A. E, no sentido
de que o artigo 22.° do RGPD n&o assume uma sua estrutura meramente técnica, mas uma mensagem profunda que
passa pela ndo negociagao, na era dos algoritmos, dos valores da dignidade, da liberdade e da humanidade, cfr. CELESTE,
EDOARDO / DE GREGORIO, GIOVANNI. “Digital Humanism: The Constitutional Message of the GDPR”. Disponivel em:
https./papers.ssrn.com/sol3/papers.cfm?abstract id=4045029 [consultado pela ultima vez a 11-07-2025].
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essencial no qual se baseia a agdo administrativa™?. Em suma, como vem a defender
Juli Ponce Solé, que secundamos uma vez mais, “a supervisao ou vigilancia humana
da IA na esfera administrativa (...) deve ser configurada enquanto auténtico direito
subjetivo que gera obrigacdes legais para a Administragao Publica, como as de meios
e aquelas relativas ao padrdo de devido cuidado préprio da boa administragdo™".
Como tal, “se quisermos garantir que a concretizagao da eficacia e eficiéncia da agéao
administrativa — que a IA promete assegurar — n&o sacrifica as garantias do
procedimento administrativo justo, este processo ndo pode ser confiado apenas a
técnica, mas exige que seja orientado pelo Direito”, aqui se incluindo fontes de soft
law*?. A capacidade do agente administrativo para controlar a maquina continua a ser
essencial, “tendo em vista que a autoria do ato continua a recair sobre o 6rgao
administrativo que dispée do poder de exercitar a competéncia™3, assim como
essencial continua a ser a extensao dos principios e das garantias essenciais que a

enformam e que compdem as situagdes juridicas administrativas.

3. Alguns dos desafios da Inteligéncia Artificial para o espectro do Direito

Administrativo

3.1. O desafio de um encaixe ético-juridico

Resultando do segmento anterior a necessidade de filtragem da implementacéo
dos sistemas de |IA no seio da atividade das Administragdes Publicas, ou, se se quiser
dizé-lo por outras palavras, a necessidade de se equacionar as potencialidades da
sua implementagdo tendo em linha de conta os limites que o sistema axiologico-
normativo Ihe impde, importa agora deslocarmo-nos para um outro ponto de analise.
Aludindo aos desafios ético-juridicos da inteligéncia artificial ndo pretendemos, em
rigor, explorar todas as dimensodes e potencialidades da sua regulagao juridica, a qual
se assume verdadeiramente universal, como atestam as diversas iniciativas europeias
e globais. Ao invés, o nosso objetivo presente ndo € outro sen&o o de sublinhar a
necessidade de um equilibrio entre os valores ético-juridicos que perpassam o
exercicio da fungao administrativa e a progressiva implementagéo dos sistemas de IA,

o qual se veja refletido do ponto de vista das solugdes normativas.

40 GALLONE, GIOVANNI. Digitalizzazione, Amministrazione e Persona..., op. cit., p. 339.

41 PONCE SOLE, JULI. Razées legais para limitar a automagéao total..., op. cit., p. 43.

42 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 314.

43 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 319. E isto porque o algoritmo, enquanto
“expressao de um poder publico de autorganizagao”, ndo consubstancia a se um ato administrativo (/bidem, p. 322).
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Nesse sentido, ndo pode deixar de se reconhecer, prima facie, a elevada
dificuldade de harmonizagao de fontes regulatérias de proveniéncia e natureza muito
distintas, como, de resto, se comprova pelo exemplo da Carta Portuguesa de Direitos
Humanos na Era Digital (Lei n.° 27/2021, de 17 de maio), a qual colidia originariamente
em diversos pontos com o proprio direito da UE 44. Ademais, importara também néo
menosprezar que, nao obstante a importancia e o contributo da regulagéo da UE por
via da figura do Regulamento (que ndo necessita de transposicdo) quanto a
harmonizacgdo de aspetos ético-juridicos da IA, as legislagbes nacionais continuam a
nao espelhar verdadeiramente tais aspetos, o que, na pratica, obriga a um esforgo
constante do operador juridico no que concerne a (im)possibilidade de aplicagcédo de
determinados preceitos a atividade administrativa na qual sejam utilizados sistemas
de IA. Se se pensar, por exemplo, no caso dos chatbots e dos atos comunicativos que
podem desenvolver, logo se constata a dificuldade de encaixe destas ferramentas de
IA nos meios de comunicagao eletronicos que o legislador regula no Cddigo do
Procedimento Administrativo, designadamente nos artigos 61 a 63.°45. Outros
exemplos poderiam aqui ser convocados, importando-nos, todavia, apenas reiterar
que, de um ponto de vista panoramico, mesmo quando o nosso legislador do
procedimento administrativo se refere a atuacdo administrativa automatizada, fa-lo
muito mais por referéncia a automatizacédo de determinados atos de tramitacao do que
propriamente por referéncia ao uso da |IA na atividade administrativa*®. Convira, assim,
que o legislador nacional, em linha com a regulagdo europeia, adapte (mas n&o
descaraterize) os principios e as regras da atividade e do procedimento administrativo
a nova realidade da IA — ou mesmo introduza novo principios e regras*’. A titulo
meramente exemplificativo, convira nao olvidar a importancia da cognoscibilidade

como principio*®, o qual vem a implicar que a entidade administrativa fornega todas as

4 Advertindo para a preméncia de desenvolvimento de novos direitos relativos a IA, que reflitam um equilibrio
constitucional, cfr. CORNELI, VALENTINA. Sovranita tecnolégica: intelligenza artificiale ..., op. cit., pp. 55 e ss.

45 Sobre este aspeto, cfr. SILVA, ARTUR FLAMINIO DA. Inteligéncia Atrtificial e Direito Administrativo, op. cit., pp.23-25.

46 Neste preciso sentido, ainda que o faga por referéncia ao Codigo espanhol, CERILLO | MARTINEZ, AGUSTI. El impacto de
la inteligencia artificial en el derecho administrativo..., op. cit., p. 9. Aparentemente em sentido contrario, porquanto
associe a |A as decisdes automatizadas, ainda que aponte ao artigo 62.° um caracter de “possibilidade futura”, cfr. GARCIA,
BEATRIZ. Limites Constitucionais da Automatizagao..., op. cit., especialmente pp. 132-133.

47 Cfr., para maiores desenvolvimentos, TAHIRI MORENO, JESUS. “El principio de presuncion de falibilidad de las decisiones
algoritmicas desfavorables. Una nueva garantia juridica frente a las decisiones automatizadas y el uso de sistemas de
inteligencia artificial en la administracion publica”. Em: Revista Aragoneza de Administracién Publica, N.° 60, 2023, pp.
188-214. ISSN: 1133-4797.

48 Precisamente, a ja aludida Recomendag&o da OCDE vem a postular a importéancia da “explicabilidade” dos sistemas
de inteligéncia artificial (associada igualmente a transparéncia), por forma a fomentar “uma compreensao geral dos
sistemas de inteligéncia artificial, incluidas as suas capacidades e limitagdes”, bem como tendo em vista reagir e
“questionar os seus resultados”. Do mesmo modo, a Declaragdo de Montreal Para o Desenvolvimento Responsavel da
IA, disponivel em https://declarationmontreal-iaresponsable.com, vem a destacar, no contexto do principio da participagao
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informacgdes relevantes concernentes ao funcionamento do algoritmo, “garantindo que
o funcionamento do software seja compreensivel apara o cidaddo comum™?,
operando o principio ainda em relagdo a propria linguagem algoritmica, ndo apenas
tendo em vista a satisfagdo de necessidades cognitivas, mas igualmente para garantir
um controlo jurisdicional pleno em relagdo aos atos praticados envolvendo IA%. De
igual importancia, “na aplicagado concreta dos mecanismos de automacgao, as partes
interessadas devem poder modificar (e portanto visualizar) as informagdes obtidas,
reportando informacgdes ‘inatendiveis’, devendo estar disponivel a possibilidade de um
contraditorio com os interessados (...)"”®'. Ainda, convira um sério aprofundamento do
principio da sustentabilidade como verdadeiro principio norteador da governagao
publica, aplicavel a realidade da IA, sobretudo na otica ambiental e ecoldgica, isto
porque, n&o so a produgao de lixo eletronico atingiu, segundo um relatério das Nagdes
Unidas, 62 milhdes de toneladas em 2022%2, como na presente década a Inteligéncia
Artificial, sobretudo a generativa, podera gerar, segundo um estudo liderado por
cientistas chineses e israelitas, até mais cinco milhdes de lixo (proveniente
essencialmente de hardwares, unidades de processamento e de armazenamento e
de sistemas de energia)®®. Nessa esteira, naturalmente ndo podera colocar-se a
margem a dimensao ética, a qual passou a figurar, como o diz COTINO HUESO,
enquanto “elemento essencial na marca Al made in Europa”*, e que ndo vem senéo
a colocar em evidéncia a centralidade e a dignidade da pessoa humana e dos seus
direitos®®, permitindo superar, em certa medida, um dado ceticismo juridico em torno

da tematica®®.

democratica, a necessidade de os sistemas de IA que afetam a vida, a qualidade de vida ou a reputagao das pessoas
serem inteligiveis, sendo certo que a propria Declaragéo esclarece que um sistema de |IA é inteligivel “qguando um ser
humano equipado com o conhecimento necessario pode entender como funciona, ou seja, 0 seu modelo matematico e
os processos que o determinam” (documento consultado pela ultima vez a 11-07-2025].

49 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 322.

50 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 323.

51 MACCHIA, MARCO. Pubblica amministrazione e tecniche algoritmiche, op. cit., p. 317.

52 https://ewastemonitor.info/wp-content/uploads/2024/12/GEM_2024 EN_11_NOV-web.pdf [consultado pela Gltima vez
a 14-08-2025].

53 Veja-se a noticia avancgada, por exemplo, em https://www.apdc.pt/noticias/atualidade-internacional/ia-pode-gerar-ate-
cinco-milhoes-de-toneladas-de-lixo-eletronico-ate-2030 [consultado pela Ultima vez a 14-08-2025].

54 COTINO HUESO, LORENZO. “Etica en el Disefio para el Desarrollo de una Inteligencia Artificial, Robotica y Big Data
Confiables y su Utilidad desde el Derecho”. Em: Revista catalana de dret pablic, N.° 58, 2019, p. 33. ISSN-e: 1885-8252.
Veja-se também, a respeito, o artigo 95.° do Regulamento Europeu da IA, que prescreve, no seu n.°2 o seguinte: “O
Servigo para a |A e os Estados-Membros facilitam a elabora¢do de cédigos de conduta relativos a aplicagéo voluntaria,
inclusive pelos responsaveis pela implantagéo, de requisitos especificos a todos os sistemas de IA, com base em objetivos
claros e indicadores-chave de desempenho para medir a consecugao desses objetivos, nomeadamente elementos como,
entre outros: a) Elementos aplicaveis das Orientagdes Eticas da Unido para uma IA de Confianga; (...)".

%5 Sobre os principios éticos, com reconhecimento internacional, cfr. LORENZO COTINO HUESO, Etica en el Disefio para el
Desarrollo de una Inteligencia Artificial..., op. cit., pp. 37-40.

56 Cfr. COTINO HUESO, LORENZO. Etica en el Disefio para el Desarrollo de una Inteligencia Artificial..., op. cit., pp. 40 e ss.
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Em suma, o importante é que, como sintetiza Huergo Lora, “aqueles que
exercem o poder ndo se possam esconder atras da IA”, porquanto esta ndo exerca
nenhum poder, mas seja um instrumento que ajuda a esse exercicio®’. Com efeito,
nao podemos também deixar de acompanhar Valentina Corneli, repisando que “s6 um
modelo de governo da IA antropocéntrico, que respeite os principios da transparéncia
algoritmica, supervisdo humana e responsabilidade, é compativel com os direitos e
valores do (...) ordenamento, e pode gozar da confianca do individuo e da
comunidade. Portanto, € necessario construir um horizonte dedntico que oriente a
tecnologia para um futuro ética e constitucionalmente ‘sustentavel”%8. Importara, pois,
em ritmo compassado, aprofundar quer uma ética algoritmica, quer mesmo novas

formas de controlo algoritmico.

3.2. O desafio da soberania digital

Como resulta das consideragdes antecedentes, a tecnologia tem vindo a assumir-se, de
forma exponencial, como verdadeiro poder, abalando com o arquétipo tradicional da
separagao de poderes. Sucede, todavia, que o n6 gordio da questao reside no facto de esse
poder ser detido por grandes corporagdes tecnoldgicas privadas, o que ndo deixa de despertar
enormes desassossegos do ponto de vista da equidade e da justica social e, assim mesmo,
da propria liberdade® - e, in extremis, do nosso futuro comum. Tal como interroga avalizada
doutrina, “como resistir a um poder que ja ndo se manifesta através de ordens explicitas, mas
através de modulagdo das nossas preferéncias e dos nossos desejos?"%.

Com efeito, ndo podemos deixar de reconhecer que o poder algoritmico vem a
representar mais um fator na crise do constitucionalismo do século XXI. Se, como
refere Balaguer Callejon, “a permeabilidade dos Estados aos agentes globais que
atuam no plano financeiro e comunicativo” veio a representar quer uma “involugao
democratica ‘externa’ no sentido de que se produz externamente em relagdo aos
processos politicos estatais, mediante a imposicao de condi¢gdes econdmicas
limitadoras da capacidade de acdo do Estado”, quer uma “involugdo democratica
‘interna’ porque afeta o proprio nucleo dos processos politicos estatais (...)
almenja/ndo] determinar os resultados desses processos por meio da manipulagao

propagandistica massiva™®', a verdade € que continuam hodiernamente a verificar-se

57 HUERGO LORA, ALEJANDRO. Inteligencia artificial: una aproximacion juridica..., op. cit., p. 125.

58 CORNELI, VALENTINA. Sovranita tecnologica: intelligenza artificiale ..., op. cit., p. 59.

59 Assim mesmo, cfr. PIETROPAOLI, STEFANO. Dalla sorveglianza al controlo: la parabola..., op. cit., p. 6.

60 PIETROPAOLI, STEFANO. Dalla sorveglianza al controlo: la parabola..., op. cit., p. 6.

61 BALAGUER CALLEJON,FRANCISCO. “As Duas Grandes Crises do Constitucionalismo Diante da Globalizagédo do Século
XXI”. Em: Espaco Juridico: Journal of Law, Vol. 19, N. °3, 2018, pp. 682-683. ISSN: 2179-7943.
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tais involugdes por parte da permeabilidade aos agentes globais que atuam no plano
tecnolégico. Oferendo multiplas possibilidades, como anteriormente se destacou, a
Inteligéncia Artificial vem, entretanto, a contribuir para a fragmentagdo do espacgo
publico e, assim mesmo, para multiplas contradi¢bes, cerceando valores e pilares
centrais do Estado de Direito Democratico®.

Neste conspecto, aparenta-se-nos oportuno recordar a amplitude da nog¢ao de
“prestador” que o préprio Regulamento Europeu sobre Inteligéncia Artificial acolhe, no
seu artigo 3.°: “uma pessoa singular ou coletiva, autoridade publica, agéncia ou outro
organismo que desenvolva, ou mande desenvolver, um sistema de IA ou um modelo
de IA de finalidade geral e o coloque no mercado, ou coloque o sistema de IA em
servigo sob o seu préprio nome ou a sua prépria marca, a titulo oneroso ou gratuito”.
De igual modo, o Regulamento dos Servigos Digitais (Regulamento (UE) 2022/2065),
organizado em torno do “servigo intermediario”, vem a regular a atividade dos
mercados em linha, das redes sociais, das plataformas de partilha de conteudo e das
plataformas de viagem e alojamento em linha. Ora, no que aqui interessa notar, se
bem que se reconhecga que nada obsta a que as entidades publicas possam também
desenvolver sistemas de Inteligéncia Artificial, a verdade é que, na esmagadora
maioria dos casos, as ferramentas digitais, incluindo os sistemas de inteligéncia
artificial, de que dispéem n&o sdo senao produzidas, fornecidas e programadas por
empresas tecnologicas privadas®®, o mesmo sucedendo, inevitavel e
correlacionadamente, em relagao a sistemas de ciberseguranga®.

Em face de tais coordenadas, afigura-se premente uma clara aposta naquilo a
que a doutrina italiana vem a designar por “governamentalidade algoritmica™®, a qual
vem a desenhar-se como “novas formas de resisténcia que possam contrariar a
tendéncia para a moderna automatizagdo do poder e a redugdo dos individuos a
meros agregados de dados”®. O que, ainda assim, vimos a notar € que nesse discurso
de resisténcia continua a faltar uma dimensao que, em nosso entender, assume-se

absolutamente central: ndo basta que os poderes publicos incrementem a literacia

62 Ainda que n&o por apelo aos poderes tecnoldgicos, mas ndo deixando de notar tal erosdo, cfr. BALAGUER CALLEJON,
FRANCISCO. As Duas Grandes Crises do Constitucionalismo..., op. cit., p.694 e ss. No mesmo sentido, e ja por referéncia
expressa ao contexto tecnoldgico, cfr. IDEM, La Constitucion del Algoritmo. El Dificil Encaje..., op. cit., p. 49.

63 Exemplos concretos, a diferentes niveis da Administragdo Publica, podem ser encontrados, no que ao nosso
ordenamento juridico se refere, no Portal Base(https://www.base.gov.pt/base4 ). Também notando precisamente que “na
esfera local uma parte significativa dos dados relativos a vida da comunidade estdo nas maos das empresas privadas”,
AUBY, JEAN-BERNARD. /I diritto amministrativo di fronte alle sfide digitali, op. cit., p. 635.

64 Cfr. também BERTOLA, VITTORIO. “La sovranita digitale e il futuro di Internet”. Em: Rivista Italiana di Informatica e Diritto,
N.° 1, 2022, especialmente pp. 43-45. ISSN: 2704-7318.

85 Cfr. PIETROPAOLI, STEFANO. Dalla sorveglianza al controlo: la parabola..., op. cit., passim.

66 PIETROPAOLI, STEFANO. Dalla sorveglianza al controlo: la parabola..., op. cit., p. 7.
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digital ou que regulem a atividade tecnoldgica. Essas dimensdes sédo claramente
imprescindiveis, sendo, de resto, a face regulatéria a mais visivel. Contudo, assume-
-se também necessario que os proprios entes publicos resgatem para a sua esfera
uma parcela significativa de produgdo e da gestéo tecnoldgica®”. Queremos com isto
dizer que importa — tanto mais tomando em linha de conta o panorama internacional
atual - assegurar que os poderes publicos (maxime os Estados-membros e a prépria
Unido Europeia) disponham verdadeiramente de soberania digital®®. Reconhecendo-
se, de resto, que a soberania digital europeia vem precisamente a ser entendida “como
um meio para alcancar uma protecao eficaz dos direitos fundamentais dos cidadaos
da Unido e para promover os valores e principios das democracias liberais™®, e que
varios tém sido os esforgos, designadamente das instituicbes e organismos euro
unionistas, no sentido da sua implementag&o’®, a ponto de poder afirmar-se que a
constitucionalizagdo da tecnologia tem vindo efetivamente a ser operada por via do
Direito da Unido Europeia, num processo que tem sido apodado de
“constitucionalismo invisivel””!, importa, ainda assim, seguir caminho, apostando
também claramente na promogao e desenvolvimento de um verdadeiro ecossistema
digital publico (europeu)’.

Um primeiro passo decisivo pode encontrar-se no Regulamento de Governagéao
de Dados (Regulamento (UE) 2022/868), alinhado com a respetiva Estratégia
Europeia’, a qual visa promover um mercado Unico para os dados. Como destaca o
legislador europeu no referido Regulamento, o caminho passa por “continuar a

desenvolver um mercado interno digital sem fronteiras, bem como uma sociedade e

57 Notando que “quem gere o uso dos Big data situa-se acima daqueles outros que sdo controlados” e de que “esta € uma
das caras mais obscuras do posthumanismo, considerado ndo como ideologia otimista, mas como tenebroso horizonte
real”, FERNANDEZ AGIS, DOMINGO. “Humanismo, Posthumanismo e Identidad Humana”. Em: lus et Scientia, Vol. 4, n.°1,
2018, p.8. ISSN: 2444-8478.

68 Socorrendo-nos, uma vez mais, das palavras de BALAGUER CALLEJON, FRANCISCO. As Duas Grandes Crises do
Constitucionalismo..., op. cit., p. 694, “(...) quanto maior € a erosdo do espago publico interno, maiores as dificuldades
quem tem o Estado de atuar de forma eficaz no exercicio de suas fun¢des constitucionais e a Unido Europeia para
oferecer a coletividade um projeto sério de integragdo supranacional que somente pode se basear em parametros
constitucionais”.

69 SANTANIELLO, MAURO. “Sovranita digitale e diritti fondamentali: un modello europeo di Internet governance”. Em: Rivista
Italiana di Informatica e Diritto, N. °1, 2022, p. 50. ISSN: 2704-7318.

70 Notando, assim mesmo, que “a intersecgdo entre os principios da soberania digital e os do constitucionalismo digital
representa a principal caracteristica das recentes politicas digitais da UE”, SANTANIELLO, MAURO, Sovranita digitale e diritti
fondamentali..., op. cit., p. 50.

" Cfr., CASTRO, RAQUEL BRIZIDA. Direito Constitucional. Ciberespago e Tecnologia. Declinio do Constitucionalismo na
UE?, Coimbra: Almedina, 2023, passim. ISBN: 9789894017080. Entendendo ser necessario que as Constituigbes
nacionais se adequem ao mundo (e a nova cultura) digital, no sentido simultdneo de uma “constituicdo do algoritmo” e de
uma “constitucionalizagdo da tecnologia” (sic), cfr. BALAGUER CALLEJON, FRANCISCO. La Constitucion del Algoritmo. El
Dificil Encaje..., op. cit., passim.

2 Cfr. BERTOLA, VITTORIO. La sovranita digitale e il futuro di Internet, op. cit., pp. 40; 45.

3 Disponivel em https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/european-
data-strategy pt [consultado pela ultima vez a 11-07-2025].

Revista Juridica Portucalense
N.° 38 | 2025



Jodo VILAS BOAS PINTO

uma economia dos dados centradas no ser humano, fidveis e seguras” (Cons.3).
Nesse sentido, ndo se ignora a importancia de tomo de que um dos objetivos principais
da estratégia europeia seja justamente o investimento em normas, ferramentas e
infraestruturas tecnoldgicas, que lhe permitam armazenar e tratar corretamente os
dados, aumentando igualmente a capacidade europeia de computagdo na nuvem.
Importara, portanto, aprofundar, densificar e concretizar tais objetivos, o que nao
podera deixar de passar pelo investimento europeu na produgéo (publica) prépria de
sistemas de inteligéncia artificial — ou, se quiser dizer-se por outras palavras, a
Administracdo nao pode assumir-se, neste conspecto, simplesmente como
reguladora, mas igualmente como prestadora (prestadora tecnoldgica).

Tanto quanto se alcanga, o apelo a uma soberania digital por parte dos Estados e da
Unido Europeia, ndo pretende, pois, ver-se associada a significados totalitarios ou
nacionalistas — o que seria antagonico aos valores fundamentais da propria ordem euro
unionista, mormente daquele concatenados com a liberdade econémica - , mas tao-so, e
sobretudo, expressar a necessidade de que os poderes publicos disponham de autonomia e
autossuficiéncia na produgdo e gestdo da tecnologia, contrariando a tendéncia de os
ecossistemas tecnoldgicos (privados) ocuparem monopoliticamente o espago publico,
condicionando, ou mesmo tornando deles reféns, os poderes publicos, numa pura ldgica
mercantilista ou egoistica e, assim mesmo, comprometendo os valores fundamentais da
ordem axioldgico-normativa de matriz democratica e, portanto, a prossecucgéo dos interesses

publicos (i.e., do bem comum)™.

3.3. Um desafio derradeiro: o ensino e a investigagdao em Direito Administrativo
sob o impacto das novas tecnologias - perecer ou permanecer?

Inescusavelmente, o impacto da tecnologia, em particular dos sistemas de inteligéncia
artificial, também se faz sentir, de forma mais ou menos manifesta, ao nivel do ensino e, assim
mesmo, da investigacao, em Direito Administrativo. Numa visao reflexiva integrada este € um
ponto que nao pode, com efeito, ser menosprezado. Nao se aventado afirmar nada de novo,
sublinhamos, ainda assim, que, no nosso entender, a missdo das instituicbes de ensino
superior e do seu corpo docente sé pode manifestar-se em completude se encerrar
incindivelmente esses dois polos, ensinar e investigar, s6 assim logrando cumprir a sua fungao
de didlogo com a Sociedade e de construgdo do Futuro, o que, naturalmente, sempre

pressupde uma atencao, a pari passu, a realidade envolvente, tendo de resto presentes, em

74 Sobre os riscos do poder tecnolégico dos entes privados, incluindo para o proprio controlo das decisées adotadas com
recurso a algoritmos, cfr. SORIANO ARNANZ, ALBA. Decisiones automatizadas: problemas y soluciones..., op. cit.,
especialmente pp.102-104;111-115.
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particular, os ODS 4 e 16, respetivamente atinentes a “educacao de qualidade” e “paz, justica
e instituicoes eficazes”.

No que particularmente tange ao recurso as novas tecnologias, importa, no
imediato, convocar o Quadro Europeu para a Competéncia Digital dos Educadores
(DigCompEU), o qual vem a postular a necessidade do desenvolvimento de
competéncias digitais nos varios niveis de ensino. Nesse sentido, prevé-se a
necessidade de se “planear implementar dispositivos e recursos digitais no processo
de ensino, de modo a aumentar a eficacia das intervengdes de ensino”, implicando
inclusivamente que se experimentem e desenvolvam novos formatos e métodos
pedagogicos. Também o Consenso de Beijing sobre Inteligéncia Artificial e Educacéo,
de 2019, vem a sublinhar a necessidade da implementacdo de diversas acodes
relacionadas com a Inteligéncia Artificial, nomeadamente ao nivel do planeamento e
politica educacional, da inclusdo e equidade educacional, bem como ao nivel da
aprendizagem e da capacitagao, tanto dos estudantes quanto dos docentes.

Com efeito, o recurso a sistemas de inteligéncia artificial como o ChatGPT e os
assistentes virtuais (Chatbots) sdo hoje uma realidade no ensino superior. Do mesmo
modo, as instituicbes de ensino superior veem-se, cada vez mais, apetrechadas de
robustas bases de dados, a partir das quais procura obter-se grandes quantidades de
informacao atualizada com vista a tomarem-se determinadas decisbes, a explorar
hipéteses de trabalho ou a prever ou antever determinadas tendéncias, resultados e
riscos. Seduzidos, nuns casos, compelidos, noutros, as salas de aula e os centros de
investigacdo em Direito veem transformados em auténticos “laboratorios” de
programacgao, nos quais a analise critica, de base tedrico-conceptual, cede lugar ao
pensamento estatistico, mecanicista e programativo (rectius, programado).

Ora, se bem que se constate a preméncia da tecnologia, e particularmente da
inteligéncia artificial, ser incluida no ensino e na investigacao juridica, cremos, ainda
assim, que nao possa deixar de ser encarada como mero instrumento auxiliar,
vedando-se toda e qualquer tentativa de descaracterizagado da funcdo docente e da
aprendizagem e da investigagao juridica. De facto, como assinala Belén Segovia, a
inovacao docente (e investigativa) € inseparavel do pensamento criativo’®, pelo que,

nessa medida, afigura-se-nos que nao subsista sendo acompanhada de uma

75 ANDRES SEGOVIA, BELEN. “La Innovacién Docente Dentro y Fuera de las Aulas de Derecho”. Em: Belén Andrés Segovia/
Carlos Pedrosa Lopez / Pedro Chaparro Matamoros/ Carlos Goémez Asensio (dir), Innovacion Docente en Derecho:
Herramientas Digitales, Nuevos Desarrolos y Perspectiva Global, Colex, 2023, p. 39. ISBN: 9788411942102.
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consideravel dose de empatia, através da qual se torna possivel atender as
singularidades ou especificidades do outro e, bem assim, do ambiente em que ambos
se inserem. Com isto se quer dizer que, ndo obstante a necessidade de inovagao —
sobretudo do ponto de vista tecnoldgico -, tal continua a ser possivel na relagéo
professor-aluno, mas muito dificilmente o sera na relagcdo maquina-aluno. Enfim, sob
pena de uma subversao irremediavel, ensinar e investigar com inteligéncia vem a
adquirir um significado muito mais abrangente do que a mera (mas, nem por isso,
simples) aplicagdo da inteligéncia (artificial) ao ensino juridico (e ndo s6)’®, e muito
menos significa a substituicdo deste, ou nao continuasse a ser o Direito
(Administrativo) “uma pratica e um saber que se compartilha, se transmite e se
ensina”’’. A construgdo do conhecimento, ndo apenas dentro da sala de aula como
também fora dela, compreende uma pandplia de possibilidades e de estratégias,
inclusive aquelas que as novas tecnologias oferecem. De todo o modo, a liberdade, o
conhecimento, a integridade e a tolerancia sao valores democraticos fundamentais,
com especial acuidade no contexto do ensino (juridico) superior, que s6 0 ser humano
€ capaz de cumprir totalmente. O jus administrativista, mesmo que n&o possa passar
a margem da tecnologia, podendo e devendo fazer uso dela, nunca podera, com
elevada razoabilidade, ser substituido pela maquina, e muito menos ver-se consumido
naquele que é o seu espago de liberdade académica e cientifica por valores
puramente mecanicistas e preditivos. A liberdade académica, nela incluida a liberdade
para errar, sO pode, portanto, continuar a ser entendida em relacdo ao professor-
investigador ser humano’®. E s6 assim o ensino e a investigagdo em Direito
(Administrativo) cumprirdo também, em relagédo ao proprio universo digital, o seu papel
de combate a descrenga e a desinformagao (nos progressos técnico-cientificos).
Procurando encerrar este segmento, cumpre acrescentar que, em nossa opiniao,
0 ensino e a investigacdo do Direito Administrativo nos tempos hodiernos ndo pode
relegar as bases tedrico-conceptuais fundamentais para segundo plano. Na
perspetiva que advogamos, nao existe um Direito Digital a se, pelo que a alteragéo de
planos curriculares ou de linhas de investigagdo em ordem a introdu¢ao de um Direito

Administrativo Digital propriamente dito, ou de um Direito Administrativo da

76 Cfr. ANDRES SEGOVIA, BELEN. La Innovacién Docente Dentro y Fuera..., op. cit., pp. 35-37.

77 FERNANDO PABLO, MARCOS M.. lurisdocencia Administrativa (Ensefiar e Investigar Derecho Administrativo), 2.2 ed.,
Colex, 2020, p. 32. ISBN: 9788411943239. Sobre os riscos do “trans humanismo”, cfr. FERNANDEZ AGIS, DOMINGO.
Humanismo, Posthumanismo ..., op. cit., p.8.

78 E no sentido de que a liberdade e a criatividade cientifica, como caracteristicas humanas, cumprem uma fungéo ético-
social, cfr. FERNANDEZ AGIS, DOMINGO. Humanismo, Posthumanismo..., op. cit., p.7
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Inteligéncia Artificial, desprovido de uma conexao de base, afigura-se-nos desprovido
de qualquer sentido. Pelo contrario, 0 ensino e a investigagao do Direito Administrativo
devem continuar a assentar, tal como no passado (mais ou menos longinquo), em
solidas bases dogmaticas e conceptuais’®, para as quais continuam a ser
imprescindiveis os materiais elaborados pelo professor-investigador, bem como a sua
narrativa discursiva. Destarte, s6 a partir de uma cabal compressao das categorias e
dos institutos fundamentais do Direito Administrativo sera possivel refletir-se
criticamente sobre o impacto dos sistemas de inteligéncia artificial nele (e, em geral,
na Sociedade). Socorrendo-nos justamente do que expedimos nos segmentos
anteriores, interrogdmo-nos como seria, afinal, possivel compreender as
possibilidades e os limites da aplicagdo de tais sistemas se ndo se conhecesse (e
ensinasse), por exemplo, 0 que seja um ato ou um procedimento administrativo, uma
norma ou um orgao (administrativo), bem como o complexo de garantias dos
cidadaos®(?). Em poucas palavras, na resposta aos desafios tecnolégicos, a
atualizacdo de solugdes juridicas (e do ordenamento juridico em geral) pressupde
justamente o conhecimento e a mobilizagdo critico-reflexiva (logo, humana) das
figuras, institutos e conceitos juridicos essenciais, sob pena de uma erosao

democratica sem retorno.

4. Notas finais

Em derradeira sintese, a inquietante interrogagdo para onde caminhara o Direito
Administrativo no instante futuro(?), respondemos, sem grandes certezas, que talvez para
paragens ainda mais dificeis de compreender e de explicar juridicamente. Mas, a pergunta
para onde ndo devera caminhar(?), respondemos, com inabalavel certeza, que, com
imaginacgao criativa, por caminhos em que a humanidade se veja substituida por maquinas ou
os poderes publicos reféns de grandes grupos privados tecnoldgicos. Por outras palavras,
sejam quais forem as possibilidades com que se veja confrontado, o Direito Administrativo, e
a ciéncia juridica publicista em geral, s6 pode conceber uma inarredavel “domesticagao” ético-
juridica dos ecossistemas tecnolégicos, permitindo que os progressos tecnoldgicos sejam
efetivamente colocados ao servigo de todos, sem excegdo. E isto porque, fazendo nossas as

palavras de Maria da Gléria Garcia, “[e]m tempos de complexidade e incerteza, a autonomia

™ Notando a centralidade da historicidade do Direito Administrativo para o seu ensino e investigagdo, cfr. FERNANDO
PABLO, MARCOS M.. lurisdocencia Administrativa..., op. cit., pp. 39 e ss.

80 Asseverando n3o ser suficiente a “regulagdo” da inteligéncia artificial, sendo necessario que o caminho dos controlos
juridicos passe pela reflexdo em torno das categorias juridico-publicas, cfr. FERNANDO PABLO, MARCOS M.. lurisdocencia
Administrativa..., op. cit., pp. 139-143.
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do direito esta nas maos do jurista enquanto técnico a quem é confiada a tarefa de cultivar o
direito”, o que logo se revela ao nivel do préoprio ensino e investigacdo do Direito
(Administrativo): “[n]a aparente indeterminagéo dos principios juridicos e fluidez de contornos
dos direitos reconhecidos as pessoas, compete ao técnico do direito, ao jurista interpreta-los
correctamente e transmiti-los aos destinatarios, com clareza e precisdo. Disso depende, em
grande medida, a confianga tdo necessaria que o direito exige como fonte de paz e de futuro
para a pessoa e a comunidade onde se integra™".

Nas também iluminantes palavras do Papa Francisco, na Mensagem Para a Celebragao
do Dia Mundial da Paz 2024, “O nosso mundo é demasiado vasto, variado e complexo para
ser completamente conhecido e classificado. A mente humana nunca podera esgotar a sua
riqueza, nem sequer com a ajuda dos algoritmos mais avangados. De facto, estes nao
oferecem previsdes garantidas do futuro, mas apenas aproximagdes estatisticas. Nem tudo
pode ser previsto, nem tudo pode ser calculado; no fim de contas, «a realidade é superior a
ideia» e, por mais prodigiosa que seja a nossa capacidade de calcular, havera sempre um
residuo inacessivel que escapa a qualquer tentativa de quantificagdo?. Enfim, podendo
encarar-se como uma espécie de “credo” do cultor do Direito, e do juspublicista em particular,
s6 este se nos aparenta ser (ainda e sempre) o caminho, mais do que possivel, plenamente

desejavel.
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