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Resumo 
A inteligência artificial (IA) tem sido incorporada à educação como recurso capaz de otimizar 
processos e personalizar aprendizagens, mas seu uso suscita desafios relacionados à 
explicabilidade, à justiça e à mediação pedagógica. Este estudo teve como objetivo analisar a 
integração entre a Explainable Artificial Intelligence (XAI) e o modelo Human-in-the-Loop (HITL) 
na oferta de feedback formativo em ambientes digitais. Para isso, adotou-se uma abordagem 
teórico-reflexiva baseada em revisão bibliográfica interpretativa, a fim de problematizar 
produções acadêmicas relevantes e sistematizar contribuições sobre o tema. Os resultados 
indicam que, isoladamente, a IA apresenta limitações como a reprodução de vieses e a falta de 
contextualização pedagógica; entretanto, quando combinada à mediação docente em protocolos 
híbridos, possibilita a produção de devolutivas claras, personalizadas e inclusivas. Conclui-se 
que a articulação entre XAI e HITL representa um caminho promissor para fortalecer a 
aprendizagem flexível e garantir práticas avaliativas mais éticas, transparentes e equitativas, nas 
quais a tecnologia complementa, mas não substitui, a ação pedagógica. 

Palavras-chave: mediação docente; feedback formativo; inteligência artificial na educação; 
personalização da aprendizagem. 

Abstract 
Artificial intelligence (AI) has been incorporated into education as a resource capable of optimizing 
processes and personalizing learning, but its use raises challenges related to explainability, 
fairness, and pedagogical mediation. This study aimed to analyze the integration of Explainable 
Artificial Intelligence (XAI) and the Human-in-the-Loop (HITL) model in providing formative 
feedback in digital environments. To this end, we adopted a theoretical-reflective approach based 
on an interpretative literature review, aiming to problematize relevant academic productions and 
systematize contributions on the topic. The results indicate that, in isolation, AI presents limitations 
such as the reproduction of biases and the lack of pedagogical contextualization; however, when 
combined with teacher mediation in hybrid protocols, it enables the production of clear, 
personalized, and inclusive feedback. We conclude that the articulation between XAI and HITL 
represents a promising path to strengthening flexible learning and ensuring more ethical, 
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transparent, and equitable assessment practices, in which technology complements, but does not 
replace, pedagogical action. 

Keywords: teaching mediation; formative feedback; artificial intelligence in education; 
personalization of learning. 

 

Introdução 

A aplicação da IA na educação tem se mostrado relevante por possibilitar a criação de 
soluções que enriquecem o processo de ensino-aprendizagem, funcionando como 
recurso de apoio tanto às práticas docentes quanto ao estudo dos alunos. Nesse 
sentido, constitui uma alternativa metodológica pertinente à era da informação, 
contribuindo para otimizar o tempo e favorecer a consolidação de aprendizagens 
(Parreira, Lehmann & Oliveira, 2021). 

Apesar desses avanços, também emergem preocupações relacionadas à qualidade 
pedagógica, à explicabilidade, entendida como a clareza e a transparência das decisões 
tomadas pelos sistemas de IA, e à justiça, compreendida como a garantia de que tais 
tecnologias não reforcem desigualdades ou preconceitos. Esses aspectos demandam 
atenção em sua implementação. De acordo com Du Boulay (2023), questões éticas 
vinculadas à privacidade e à segurança dos dados dos estudantes configuram-se como 
centrais, uma vez que a coleta e a análise massiva de informações educacionais 
levantam dilemas complexos sobre consentimento, uso responsável dos dados e 
proteção da privacidade individual. 

Diante desse cenário, ganha relevância a Explainable Artificial Intelligence (XAI), que 
corresponde a um conjunto de métodos e técnicas destinados a tornar compreensíveis 
para os usuários humanos os processos, resultados e decisões gerados por algoritmos 
de Machine Learning (ML), uma área da inteligência artificial em que sistemas aprendem 
automaticamente a partir de dados, identificando padrões e realizando previsões sem 
necessidade de programação explícita para cada tarefa, promovendo maior 
transparência e confiança em seu uso (Miller, 2019; Thampi, 2022). Idealmente, a XAI 
deve explicar competências do sistema, justificar ações passadas e em andamento, 
além de explicitar as informações utilizadas para orientar decisões (Gunning et al., 
2019). 

Em paralelo, o modelo Human-in-the-Loop (HITL) oferece outra perspectiva importante, 
ao integrar a expertise humana ao processo de ML, no qual sistemas artificiais 
aprendem a partir de exemplos com base em métodos estatísticos (Arão, 2024). Nesse 
arranjo, humanos orientam o treinamento algorítmico, selecionando dados relevantes e 
ajustando decisões, o que possibilita maior precisão e eficiência (Kumar et al., 2024). A 
combinação entre XAI e HITL, portanto, desponta como estratégia promissora para 
equilibrar inovação tecnológica e mediação pedagógica. 

Quando observados sob a ótica da aprendizagem flexível, esses recursos tecnológicos 
tornam-se ainda mais significativos, pois podem apoiar processos autorregulatórios por 
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meio da interação entre estudantes, docentes e sistemas digitais (Da Silva & Alliprandini, 
2025). Nesse processo, destaca-se o papel do feedback formativo, reconhecido como 
fator de grande impacto no desempenho acadêmico (Hattie & Timperley, 2007). Tal 
prática funciona como estratégia de motivação e regulação da aprendizagem, 
favorecendo a autonomia dos estudantes e o desenvolvimento de competências 
(Santos & Kroeff, 2018). 

Para analisar criticamente esse cenário, o presente estudo adotou uma abordagem 
teórico-reflexiva, estruturada a partir de uma revisão bibliográfica de caráter 
interpretativo, entendida como um processo de análise crítica das produções 
acadêmicas mais relevantes sobre o tema. Como destacam Lima e Mioto (2007), a 
revisão bibliográfica deve ultrapassar a simples descrição de conteúdos, assumindo 
uma dimensão problematizadora que permita questionar, confrontar e ampliar as 
perspectivas já existentes. Nessa direção, a análise não se restringe a compilar 
informações, mas busca estabelecer articulações conceituais que subsidiem a 
construção de novas interpretações. 

De forma complementar, Sousa, Oliveira e Alves (2021) afirmam que a revisão 
bibliográfica interpretativa tem como objetivo identificar, examinar e criticar documentos 
publicados, favorecendo tanto a atualização quanto o aprimoramento do conhecimento 
disponível. Esse caráter analítico-crítico torna a metodologia especialmente aderente à 
presente pesquisa, uma vez que esta se propõe a refletir sobre a integração entre XAI 
e modelos HITL no contexto do feedback formativo. A natureza emergente e ainda pouco 
consolidada desse campo exige justamente um exercício de interpretação crítica da 
literatura, capaz de sistematizar as contribuições existentes, evidenciar lacunas e 
apontar caminhos para práticas avaliativas mais éticas, inclusivas e inovadoras. 

Ainda assim, é importante destacar que, embora a IA já esteja incorporada em 
plataformas educacionais para fornecer devolutivas imediatas e personalizadas 
(Holmes, Bialik & Fadel, 2019), permanecem desafios significativos. Entre eles, 
destacam-se a presença de vieses algorítmicos, a opacidade dos modelos e as 
limitações na adaptação às necessidades individuais dos alunos (Noble, 2018; Mehrabi 
et al., 2021). Diante desse cenário, este artigo propõe uma reflexão crítica sobre a 
integração entre XAI e HITL na oferta de feedback formativo, analisando seus impactos 
e implicações éticas e pedagógicas, bem como discutindo desafios e oportunidades 
para sua implementação. 

 

Feedback formativo e aprendizagem flexível 

O feedback formativo constitui-se como um processo avaliativo contínuo que visa não 
apenas aferir resultados, mas sobretudo orientar e potencializar a aprendizagem. 
Segundo Hattie e Timperley (2007), trata-se de uma das estratégias pedagógicas de 
maior impacto sobre o desempenho acadêmico, desde que seja claro, específico e 
ofereça direcionamentos que auxiliem o estudante a compreender seus progressos e 
dificuldades. Hoffmann (2014) destaca que a avaliação formativa deve ser concebida 
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como um processo dialógico e investigativo, no qual o professor assume o papel de 
mediador, ajudando o aluno a refletir sobre sua trajetória e a desenvolver maior 
autonomia. Essa perspectiva desloca a avaliação de uma função meramente 
classificatória para uma dimensão pedagógica e emancipatória. 

Em convergência com essa visão, o conceito de aprendizagem flexível ganha relevância 
ao propor práticas educacionais que se ajustem às necessidades, ritmos e estilos de 
aprendizagem dos estudantes. Para Collis e Moonen (2012), a flexibilidade se expressa 
em múltiplas dimensões temporais, espaciais, metodológicas e tecnológicas, permitindo 
que o estudante tenha maior controle sobre seu processo formativo. Morán (2015) 
argumenta que a aprendizagem flexível implica a integração de metodologias ativas e 
tecnologias digitais, criando ambientes que favorecem a personalização, a autonomia e 
a participação do aluno como protagonista. 

Nesse sentido, o feedback formativo desempenha papel central na aprendizagem 
autorregulada, pois permite que os alunos avaliem seu próprio trabalho e gerem 
devolutivas que os auxiliem a identificar lacunas, corrigir erros e planejar novas 
estratégias (Nicol & Macfarlane-Dick, 2006). Esse processo evidencia que a 
aprendizagem não é apenas receptiva, mas ativa, com o estudante participando 
diretamente da construção do seu conhecimento. 

Assim, a devolutiva de qualidade se torna um elemento fundamental para o 
desenvolvimento da aprendizagem. Hattie e Timperley (2007) afirmam que, para ser 
eficaz, o feedback deve ser claro, orientador e contextualizado, promovendo não apenas 
o engajamento, mas também a autonomia dos alunos. A relevância desses elementos 
é reforçada por práticas pedagógicas que priorizam a clareza das informações, a 
orientação precisa sobre os próximos passos e a contextualização do conteúdo, 
garantindo que a devolutiva contribua efetivamente para a consolidação da 
aprendizagem e para a autorregulação do estudante. 

Complementarmente, a qualidade do feedback também está ligada à sua especificidade 
e à atenção às necessidades de cada estudante e do docente. Lordelo e Dazzani (2009) 
destacam que o feedback deve ser detalhado, oferecido em momento oportuno e capaz 
de promover uma comunicação eficiente, incentivando a reflexão crítica do aluno sobre 
seu desempenho. Essa perspectiva reforça a ideia de que a devolutiva deve fornecer 
informações precisas sobre as fortalezas e áreas que necessitam de desenvolvimento, 
consolidando o processo de aprendizagem. 

Ao transpor essas práticas para a educação digital, observa-se que as ferramentas 
baseadas em IA apresentam vantagens significativas, como rapidez na geração de 
feedback e personalização das devolutivas. Entretanto, Selwyn (2019) alerta que a 
adoção acrítica dessas tecnologias pode reforçar desigualdades existentes e reduzir a 
dimensão humana do ensino. Por isso, a explicabilidade e a transparência tornam-se 
requisitos fundamentais para a integração responsável da IA (Floridi et al., 2018). 

Essa discussão leva à necessidade de uma reflexão crítica sobre os impactos da IA na 
educação. Selwyn (2019) aponta que o uso desregulado da tecnologia pode acentuar a 
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chamada "divisão digital", em que nem todos os estudantes têm igual acesso a recursos 
tecnológicos, ampliando disparidades e comprometendo a equidade educacional. Além 
disso, a utilização de IA sem explicabilidade adequada pode enfraquecer a mediação 
humana, essencial para interpretar, contextualizar e aprofundar os conteúdos 
educacionais. Floridi et al. (2018) enfatizam que a transparência nos processos 
decisórios das ferramentas de IA é crucial para que educadores e alunos compreendam 
e possam questionar as decisões automatizadas, promovendo confiança e 
responsabilidade no uso da tecnologia. Nesse sentido, práticas pedagógicas que 
incentivem o pensamento crítico, como o debate, a análise comparativa de informações 
e a problematização de resultados gerados por algoritmos, tornam-se essenciais para 
que os estudantes desenvolvam uma postura ativa e reflexiva diante das mediações 
tecnológicas (Nascimento & Santos, 2025). 

Dessa forma, a integração de IA na educação deve ser orientada por práticas que 
assegurem equidade de acesso e transparência, garantindo que a tecnologia 
complemente, e não substitua, o trabalho pedagógico. Nesse cenário, o feedback 
formativo permanece como um componente central da aprendizagem flexível, pois sua 
clareza, orientação e contextualização, quando combinadas com o uso responsável da 
IA, fortalecem a autonomia do estudante, promovem engajamento e contribuem para a 
construção de experiências educativas mais significativas e inclusivas. 

Por fim, a articulação entre feedback formativo e aprendizagem flexível mostra-se 
essencial para a educação contemporânea, uma vez que a flexibilidade demanda 
processos avaliativos constantes e orientadores que apoiem o estudante em suas 
escolhas e percursos individuais. Nesse sentido, Luckesi (2011) defende que a 
avaliação deve ser compreendida como um ato de acompanhamento, oferecendo 
devolutivas que auxiliem no desenvolvimento integral do sujeito, em contraste com 
práticas excludentes e punitivas. Assim, ao associar a adaptabilidade da aprendizagem 
flexível às orientações pedagógicas do feedback formativo, constrói-se um modelo 
educativo mais inclusivo, participativo e emancipador, capaz de responder aos desafios 
da sociedade em rede e às demandas do século XXI.  

 

Explainable Artificial Intelligence (XAI) e Avaliação Híbrida mediada por 
modelos Human-In-The-Loop (HITL) 

A XAI refere-se a um conjunto de métodos e técnicas voltados a tornar os processos, 
resultados e decisões produzidos por algoritmos de machine learning (ML), ou 
aprendizado de máquina, mais compreensíveis para os usuários humanos (Miller, 2019; 
Gunning et al., 2019). Diferentemente dos chamados modelos de “caixa-preta”, que 
apresentam conclusões sem permitir a compreensão de sua lógica interna, a XAI busca 
promover clareza, justificando as decisões tomadas e permitindo que professores e 
estudantes compreendam os critérios que fundamentam determinadas devolutivas 
(Alves & Andrade, 2022; Adadi & Berrada, 2018). Nesse sentido, enquanto a “caixa-
preta” representa um desafio ético e pedagógico por dificultar a interpretação e a 
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confiabilidade dos resultados, a XAI aproxima-se da metáfora da “caixa de vidro”, na 
qual os processos são visíveis, rastreáveis e passíveis de análise crítica. 

No campo educacional, essa característica é crucial para que a tecnologia não apenas 
automatize tarefas, mas também fortaleça a confiança, a transparência e a participação 
crítica dos sujeitos envolvidos no processo de ensino-aprendizagem (Floridi et al., 2018). 
Ao oferecer justificativas claras para suas recomendações, a XAI possibilita que as 
decisões automatizadas sejam analisadas e validadas criticamente antes de sua 
aplicação, ampliando tanto o controle docente quanto a autonomia discente (Arrieta et 
al., 2020; Zawacki-Richter et al., 2019). 

Complementarmente, a avaliação híbrida mediada por modelos HITL introduz a 
expertise humana no ciclo de funcionamento da IA, garantindo que os processos 
algorítmicos sejam supervisionados, ajustados e enriquecidos pela mediação docente 
(Kumar et al., 2024). Em vez de delegar integralmente a avaliação às máquinas, o HITL 
preserva a centralidade do professor, que orienta o treinamento dos algoritmos, 
seleciona dados relevantes e interpreta os resultados. Essa configuração assegura que 
a IA funcione como ferramenta de apoio, e não como substituto da ação pedagógica. 

A avaliação híbrida, nesse contexto, configura-se como uma abordagem que integra o 
potencial analítico da inteligência artificial à sensibilidade pedagógica humana. Nesse 
modelo, a IA oferece rapidez, precisão estatística e capacidade de processar grandes 
volumes de dados, enquanto o professor assume um papel interpretativo, ético e 
contextual. A máquina pode fornecer devolutivas preliminares ou indicadores de 
desempenho, mas cabe ao docente validar, complementar ou ajustar tais informações, 
contemplando dimensões qualitativas do aprendizado que os algoritmos não 
conseguem captar integralmente, como a criatividade, a motivação, a criticidade e a 
singularidade das trajetórias formativas. Dessa forma, a avaliação híbrida mediada por 
modelos HITL promove um equilíbrio: a tecnologia potencializa o monitoramento e a 
personalização, ao passo que a mediação docente assegura a profundidade reflexiva e 
a relevância pedagógica do processo avaliativo. 

Nesse arranjo, tanto professores quanto estudantes se beneficiam. Os docentes 
passam a compreender os fundamentos por trás das devolutivas automatizadas, o que 
lhes permite ajustá-las, complementá-las ou até mesmo contestá-las quando 
necessário, prevenindo a reprodução de vieses ou interpretações equivocadas (Noble, 
2018). Para os alunos, a clareza nos critérios que orientam seu desempenho favorece 
maior confiança e engajamento no processo avaliativo. Assim, a explicabilidade da IA 
aliada à supervisão humana amplia a qualidade do feedback, tornando-o 
contextualizado, ético e ajustado às necessidades individuais. 

Além disso, ao reduzir vieses e ampliar a aplicabilidade dos modelos em situações 
complexas, o HITL fortalece a participação ativa dos docentes nos processos avaliativos 
mediados por IA, assegurando que as devolutivas estejam alinhadas aos objetivos 
pedagógicos e não apenas a métricas automatizadas (Mosqueira-Rey et al., 2023). Esse 
equilíbrio entre eficiência tecnológica e sensibilidade humana é central para o avanço 
de práticas avaliativas inclusivas e emancipadoras. 
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A articulação entre XAI e HITL, portanto, mostra-se estratégica para a educação 
contemporânea. Enquanto a XAI assegura transparência e confiabilidade, o HITL 
garante a indispensável mediação docente, compondo um modelo híbrido em que a 
tecnologia potencializa, mas não substitui, o trabalho pedagógico. Essa integração 
fortalece práticas de avaliação formativa, possibilitando feedbacks claros, 
personalizados e contextualizados, ao mesmo tempo em que mantém o olhar crítico do 
professor. Em um cenário marcado pela crescente digitalização do ensino, a 
combinação dessas abordagens contribui para a construção de uma educação mais 
justa, inclusiva e eticamente orientada, em que a tecnologia atua como aliada da ação 
educativa e do protagonismo humano. 

 

Limites do feedback automatizado, percepção docente e proposta de 
protocolo híbrido 

A análise dos resultados revela três aspectos centrais que orientam a reflexão sobre a 
integração da IA nos processos avaliativos educacionais. O primeiro ponto refere-se aos 
limites do feedback automatizado. Embora sistemas baseados em IA ofereçam rapidez, 
padronização e escalabilidade, frequentemente carecem de contextualização 
pedagógica, o que pode comprometer a qualidade do processo de aprendizagem. 
Segundo Noble (2018), algoritmos podem reproduzir vieses presentes nos dados com 
os quais são treinados, resultando em feedbacks que não consideram as 
especificidades de cada estudante. Essa limitação é corroborada por estudos que 
apontam que, sem intervenção humana, o feedback automatizado tende a ser superficial 
e descontextualizado, não atendendo às necessidades individuais dos alunos (Morán, 
2015; Collis & Moonen, 2012). 

O segundo aspecto refere-se à percepção docente sobre o uso da IA na educação. 
Pesquisas indicam que, embora os professores reconheçam os benefícios da 
tecnologia, como a agilidade na correção de atividades e a personalização do ensino, 
há uma ênfase na necessidade de supervisão humana. Martins et al. (2024) destacam 
que os docentes valorizam a capacidade da IA de processar grandes volumes de dados, 
mas enfatizam que a mediação pedagógica é essencial para garantir a qualidade e a 
ética do processo avaliativo. Outros estudos reforçam essa percepção, evidenciando 
que a presença do professor é crucial para interpretar e contextualizar os feedbacks 
automatizados (Morán, 2015; Vicari, 2021). 

Diante desses desafios, surge a proposta de um protocolo híbrido, fundamentado no 
modelo HITL. Nesse modelo, a IA atua como ferramenta para fornecer devolutivas 
iniciais, mas o professor mantém a responsabilidade de revisar, interpretar e 
contextualizar essas informações, garantindo que o feedback seja claro, explicável e 
pedagogicamente relevante. Kumar et al. (2024) argumentam que a integração da 
inteligência humana aos sistemas artificiais é essencial para supervisão contínua, 
ajustes e prevenção de vieses, promovendo uma avaliação justa e inclusiva. Estudos 
adicionais reforçam que a tecnologia deve servir como apoio à prática docente, e não 
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como substituto, assegurando relevância pedagógica e alinhamento com os objetivos 
educacionais (Kenski, 2014; Morán, 2015). 

O modelo HITL emerge, portanto, como estratégia eficaz para que o feedback 
automatizado seja não apenas rápido e escalável, mas também contextualizado, 
relevante e alinhado aos objetivos de aprendizagem individuais. A seguir, o Quadro 1 
sintetiza o protocolo, detalhando as etapas, as ações da IA, a mediação do professor e 
os resultados esperados. 

Quadro 1 
Protocolo Human-in-the-Loop para feedback formativo 

Etapa Ação da IA Ação do Professor Resultado 
Esperado 

1. Coleta de dados Analisar produções dos 
estudantes (textos, 
exercícios, quizzes) e 
identificar padrões de 
desempenho. 

Validar se os dados 
analisados são 
representativos e condizem 
com o objetivo pedagógico 
da atividade. 

Base de dados 
confiável para gerar 
feedback inicial. 

2. Geração de 
feedback inicial 

Produzir devolutivas 
automáticas (ex.: apontar 
erros recorrentes, sugerir 
recursos 
complementares). 

Revisar a pertinência das 
devolutivas, filtrando vieses 
e inadequações. 

Feedback preliminar 
rápido, mas 
supervisionado. 

3. Mediação 
pedagógica 

Disponibilizar explicações 
estruturadas e exemplos 
adaptados. 

Contextualizar os 
resultados, acrescentar 
orientações específicas, 
relacionar com os objetivos 
da disciplina. 

Feedback 
enriquecido e 
conectado ao 
currículo. 

4. Ajuste para 
diversidade 

Oferecer alternativas 
personalizadas (ritmo, 
dificuldade, estilo de 
recurso). 

Garantir que as sugestões 
respeitem as singularidades 
cognitivas, culturais e 
socioeconômicas dos 
alunos. 

Feedback inclusivo 
e equitativo. 

5. Devolutiva ao 
estudante 

Entregar recomendações 
adaptadas em tempo 
real. 

Complementar com 
observações motivacionais, 
reforçar aspectos positivos 
e indicar próximos passos. 

Estudante recebe 
feedback imediato, 
claro e humanizado. 

6. Monitoramento 
contínuo 

Gerar relatórios de 
progresso e padrões de 
evolução. 

Utilizar os relatórios para 
replanejar atividades, 
intervir em dificuldades e 
ajustar o ensino. 

Ciclo contínuo de 
avaliação e 
aprendizagem 
flexível. 

Fonte: Elaborado pelos autores (2025), com base em Hattie & Timperley (2007), Nicol & 
Macfarlane-Dick (2006), Floridi et al. (2018), Zawacki-Richter et al. (2019), Banihashem et al. 

(2025). 

A análise detalhada do Quadro 1 evidencia como o protocolo HITL articula tecnologia e 
mediação docente para fortalecer o feedback formativo de forma contextualizada e 
inclusiva. Esse equilíbrio é construído gradualmente em cada etapa do processo. 

Na primeira etapa, a coleta de dados automatizada permite que a IA identifique padrões 
de desempenho, economizando tempo e garantindo rapidez no processamento das 
informações. Contudo, essa etapa só adquire valor pedagógico quando o professor 
valida se os dados analisados são representativos e condizentes com os objetivos da 
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atividade, assegurando sua relevância no processo avaliativo (Morán, 2015; Martins et 
al., 2024) 

Seguindo para a segunda etapa, a geração de feedback inicial automatizado oferece 
devolutivas rápidas, sinalizando erros recorrentes e sugerindo recursos de estudo. A 
escalabilidade dessa fase é inegável, mas a revisão docente torna-se indispensável 
para filtrar vieses e ajustar as recomendações, de modo a alinhá-las às necessidades 
específicas de cada aluno (Lordelo & Dazzani, 2009; Vicari, 2021). 

Na terceira etapa, de mediação pedagógica, evidencia-se o papel central do professor 
como interpretador e contextualizador do feedback gerado pela IA. Enquanto a 
tecnologia fornece informações estruturadas, é o docente quem as transforma em 
orientações personalizadas, conectadas ao currículo e à trajetória individual do 
estudante, estimulando sua autonomia e capacidade crítica (Hoffmann, 2014). 

Esse movimento se aprofunda na quarta etapa, dedicada ao ajuste para diversidade, 
em que a IA apresenta alternativas personalizadas em termos de ritmo, dificuldade e 
estilo de recurso. Nesse ponto, a ação docente garante que tais sugestões respeitem 
as singularidades cognitivas, culturais e socioeconômicas dos estudantes, assegurando 
equidade e inclusão (Kenski, 2014; Perrenoud, 2015). 

A quinta etapa, que trata da devolutiva ao estudante, representa a materialização do 
feedback humanizado. Aqui, a agilidade da IA é combinada à mediação pedagógica, 
resultando em devolutivas que não apenas informam sobre o desempenho, mas 
também motivam, reforçam conquistas e orientam próximos passos de forma clara e 
acessível (Hattie & Timperley, 2007; Nicol & Macfarlane-Dick, 2006). 

Por fim, a sexta etapa, de monitoramento contínuo, encerra o ciclo ao transformar o 
feedback em um processo dinâmico e flexível. Relatórios de progresso gerados pela IA 
oferecem indicadores relevantes para o replanejamento de atividades e intervenções 
pedagógicas, permitindo que o professor acompanhe a evolução dos estudantes e 
favoreça sua autorregulação, em consonância com os princípios de aprendizagem 
contínua defendidos por Floridi et al. (2018). 

Em síntese, o protocolo HITL mostra que a integração de IA na educação não deve ser 
entendida como substituição da prática docente, mas como um processo de 
colaboração em que a eficiência tecnológica se alia à sensibilidade humana. Essa 
combinação possibilita feedbacks mais rápidos, claros e personalizados, sem abrir mão 
da dimensão pedagógica, ética e inclusiva. Assim, o modelo contribui para fortalecer a 
aprendizagem flexível, fomentar a autonomia estudantil e garantir maior equidade nos 
processos avaliativos, consolidando um caminho promissor para uma educação mais 
justa e orientada pelo diálogo entre humanos e tecnologias (Perrenoud, 2015; Vicari et 
al., 2023). 
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Considerações finais 

Este estudo partiu do problema da integração entre inteligência artificial e avaliação 
educacional, com foco nos desafios da explicabilidade, da justiça e da mediação 
pedagógica. Teve como objetivo analisar estratégias de combinação entre a XAI e o 
modelo HITL na oferta de feedback formativo em ambientes digitais. 

A análise desenvolvida confirmou a hipótese de que a IA, quando utilizada de forma 
isolada, apresenta limites significativos, como a reprodução de vieses e a falta de 
contextualização pedagógica. Por outro lado, os resultados demonstraram que a 
integração da mediação docente em protocolos híbridos possibilita superar essas 
limitações, articulando eficiência tecnológica e sensibilidade pedagógica. Assim, 
evidencia-se que a IA não deve substituir, mas complementar o trabalho docente, 
promovendo feedbacks claros, explicáveis, personalizados e inclusivos. 

Como contribuição, a pesquisa propôs um protocolo HITL para feedback formativo 
flexível, que detalha etapas de interação entre IA e professores, assegurando clareza, 
pertinência pedagógica e respeito à diversidade dos estudantes. Essa proposta reforça 
a centralidade da mediação humana e aponta caminhos para práticas avaliativas mais 
justas e equitativas no contexto da educação digital. 

Entretanto, o estudo apresenta limitações por se tratar de uma investigação teórico-
reflexiva, baseada em revisão bibliográfica interpretativa. Isso significa que seus 
achados precisam ser testados em contextos empíricos, com diferentes níveis de ensino 
e modalidades, a fim de validar a aplicabilidade e os efeitos do protocolo sugerido. 

Para pesquisas futuras, recomenda-se a realização de estudos empíricos que avaliem 
a efetividade do modelo HITL em situações reais de ensino-aprendizagem, 
considerando variáveis como engajamento, motivação, desempenho acadêmico e 
equidade no acesso às tecnologias. Além disso, seria relevante explorar como políticas 
educacionais e formações docentes podem apoiar a implementação responsável de 
modelos híbridos de avaliação mediados por IA. 

Em síntese, a investigação reforça que a integração de XAI e HITL no feedback 
formativo constitui um caminho promissor para equilibrar inovação tecnológica e 
princípios de justiça educacional. Ao proporcionar devolutivas que aliam clareza, 
explicabilidade e contextualização pedagógica, esse modelo contribui para o 
fortalecimento da aprendizagem flexível, permitindo que estudantes avancem em seus 
próprios ritmos sem perder a qualidade da mediação docente. Além disso, garante que 
a tecnologia não seja apenas uma ferramenta de automatização, mas um recurso de 
apoio à ação crítica e ética do professor, ampliando as possibilidades de personalização 
e inclusão no processo educativo. Nesse sentido, a combinação entre eficiência 
algorítmica e sensibilidade humana se apresenta como estratégia fundamental para 
superar os limites do feedback puramente automatizado e evitar a reprodução de 
desigualdades estruturais no acesso ao conhecimento. 
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Conclui-se, portanto, que a adoção de modelos avaliativos baseados na integração 
entre XAI e protocolos HITL pode representar um marco na construção de uma 
educação digital mais justa e orientada pelo bem comum. Tais modelos permitem que a 
inovação tecnológica se converta em um instrumento de emancipação e não de 
exclusão, fortalecendo a autonomia estudantil, valorizando o papel do professor e 
consolidando práticas avaliativas que respeitam a diversidade dos contextos de 
aprendizagem. Assim, a educação mediada por IA, quando guiada por princípios éticos 
e pedagógicos, pode se tornar não apenas mais eficiente, mas também mais humana, 
inclusiva e emancipadora. 
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